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1. INTRODUCTION

Let (Bt , t > 0) be a real Brownian motion starting from 0. Fixα,
β < 1, and consider the doubly perturbed Brownian motion(Xt , t > 0)
(DPBM in short) defined as the (pathwise unique) solution of the
following equation:

Xt =Bt + αMt − βIt , (1.1)

with X0 = 0,Mt
def= sup06s6t Xs , andIt

def= sup06s6t (−Xs). Le Gall [16]
showed that the DPBM can be obtained as a limit process from a “weak”
polymers model of Norris, Rogers and Williams [19]. A time changed
version of (1.1), the so-called perturbed reflecting equation, appears
also in the studies of the asymptotics of planar Brownian motion (cf.
Le Gall and Yor [17]). The DPBM also arises as the scaling limit of
some self-interacting random walks (see Tóth [25] and [26]). Recently,
Eq. (1.1) has attracted much interest from several directions: see, e.g.,
Petit’s thesis [21] and Yor [29] for motivations from Lévy’s arc sine
laws; Le Gall and Yor [17], Carmona et al. [2], Davis [9,10], Perman and
Werner [20], Chaumont and Doney [4] for the existence and unicity of
the solutions of (1.1); Carmona et al. [2,3], Werner [28], Chaumont and
Doney [5], Doney [11] for related Ray–Knight theorems and calculations
of laws; Shi and Werner [24] for the almost sure study of occupation time;
Doney et al. [12] for the generalizations to perturbed Bessel processes.
Let us mention that only in the caseβ = 0 (or similarly forα = 0), has
the processX an explicit form in term of Brownian functionals, i.e.:

Xt = Bt + α

1− α sup
06s6t

Bs, for β = 0, (1.2)

which, according to Lévy’s identity in law for sups6t Bs and the
Brownian local timeLt at 0, is equivalent to the process−|Bt | + µLt
with µ= 1/(1−α) (cf. Petit [21], Yor [29] forµ-process). We also point
out thatα,β < 1 is the necessary and sufficient condition for Eq. (1.1) to
have a (pathwise) unique solution (cf. [4]).

In this paper, we study the asymptotic behaviors of the extrema ofXt .
First, we state an Erd̋os–Feller–Kolmogorov–Petrowsky (EFKP) type
result:
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THEOREM 1.1. – Recall (1.1). Let f > 0 be a nondecreasing func-
tion; we have

P
(

sup
06s6t

Xs >
√
t f (t), i.o.

)

=
{

0
1
⇔

∞∫
dt

t
f (t)exp

(
−(1− α)

2f 2(t)

2

){<∞
=∞ , (1.3)

where, here and in the sequel, “i.o.” means “infinitely often” as the
relevant index goes to infinity. Consequently, we have

lim sup
t→∞

Xt√
2t log logt

= 1

1− α , a.s. (1.4)

Remark1.1. – Theorem 1.1 is not surprising. Indeed, intuitively,
the extraordinarily large values ofXt should only depend on the
perturbation at the maxima ofX, and so the upper limits ofXt with α,β-
double perturbations should agree with those of theα-simply perturbed
Brownian motion given by (1.2). We also point out that in certain cases
(for instance, 06 α,β < 1), the LIL (1.4) can be derived from that of
Brownian motion and Skorokhod’s reflection lemma.

The main results of this paper are the following two forthcoming
theorems. The first one is a Hirsch-type integral test for the lower limits
of sups6t Xs :

THEOREM 1.2. – Recall (1.1). Let f > 0 be a nondecreasing func-
tion; we have

lim inf
t→∞

f (t)√
t

sup
06s6t

Xs =
{

0
∞ , a.s.⇔

∞∫
dt

tf (t)(1−β)
{=∞
<∞ . (1.5)

In particular, we have almost surely

lim inf
t→∞

(log t)
1

1−β+ε√
t

sup
06s6t

Xs =
{

0, if ε 6 0,
∞, if ε > 0.

(1.6)

It is noteworthy that the above integral test does not depend onα, i.e.,
the small values of sups6t Xs only involves the perturbation at minima
of X.

Remark1.2. – Denoting byXα,β the solution of (1.1), it follows from

the Brownian symmetry thatXα,β law= −Xβ,α. Then, the above results give
corresponding versions for− inf06s6t Xs by interchangingα andβ.
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The lower functions of sup06s6t |Xs | are characterized as follows:

THEOREM 1.3. – Recall (1.1). Let f > 0 be a non decreasing
function; we have

P
(

sup
06s6t

|Xs |<
√
t

f (t)
, i.o.

)

=
{

0
1
⇔

∞∫
dt

t
f (t)2(1−α−β) exp

(
−π

2f 2(t)

8

){<∞
=∞ . (1.7)

Consequently, the following Chung-type LIL holds

lim inf
t→∞

(
log logt

t

)1/2

sup
06s6t

|Xs | = π√
8
, a.s. (1.8)

Although we don’t state it explicitly, all the above results admit
corresponding versions ast goes to 0.

Let us point out that among these, Theorem 1.3 is more intrinsic, even
though DPBM and a standard Brownian motion enjoy the same LIL. In
a sense, this Chung-type integral test shows how the two perturbations at
maximum and at minimum cancel or strengthen themselves.

Taking α = β = 0 in Theorems 1.1–1.3, we obtain respectively the
usual EFKP, Hirsch and Chung type integral tests for Brownian motion.
We refer to Csörg̋o and Révész [8], and Révész [23] for detailed
discussions of the almost sure behaviors of Brownian motion and random
walk, and to Csáki [6] for the generalized Chung and Hirsch-type
result.

This paper is organized as follows: In Section 2, we will state a
Ray–Knight theorem for a general DPBM at its first hitting time, and
give an estimate for the density functions of some infinitely divisible
laws. The behaviors of tail probabilities are given in Section 3, which
imply immediately the convergence parts of our integral tests, whereas
the divergence parts need some uniform estimates which are given in
Section 4. Finally, all theorems are proven in Section 5.

Throughout this paper,α < 1, β < 1 will be considered as two uni-
versal constants. We writef (x)∼ g(x) asx→ x0 if lim x→x0 f (x)/g(x)

= 1. Unless stated otherwise, the constants(Ci = Ci(α,β),16 i 6 25)
only depend onα andβ.
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2. PRELIMINARIES

Firstly, let us recall a Ray–Knight type theorem for the DPBM with
non zero initial values for its maximum and minimum. Fixm0 > 0 and
i0> 0. Consider the equation{

Yt = Bt + α(MY
t −m0

)+ − β(I Yt − i0)+, t > 0,
Y0= 0,

(2.1)

with x+ def= x ∨ 0,MY
t

def= sup06s6t Ys ∨ 0, andI Yt
def= sup06s6t (−Ys) ∨ 0.

We denote by{LY(t, x), t > 0, x ∈ R} the family of local times of the
continuous semimartingaleY defined by the occupation time formula.
Write

TY (b)
def= inf{t > 0: Yt > b}, b > 0. (2.2)

Throughout this paper, we write

ᾱ≡ 1− α > 0, (2.3)

β̄ ≡ 1− β > 0, (2.4)

BESQδr ≡ a process having the same law as the square of Bessel

processes of dimensionδ starting fromr > 0, (2.5)

see [22, Chapter XI ] for detailed studies on Bessel processes.

PROPOSITION 2.1. – Fix b > 0. The process{LY (TY (b), b− t), t > 0}
has the same law as(Z(t ∧ ζ ), t > 0), whereZ is the unique solution of

Zt = 2

t∫
0

√
Zs dBs

+
t∫

0

(
2ᾱ1I(06s6(b−m0)

+) + 21I((b−m0)
+6s6b) + 2β1I(s>b+i0)

)
ds,

and ζ def= inf{t > b: Zt = 0}. In words, the process{LY (TY (b), b −
t), t > 0} is an inhomogeneous Markov process which is a BESQ2ᾱ

0 on
[0, (b−m0)

+], a BESQ2 on ((b−m0)
+, b], a BESQ0 on (b, b+ i0] and

a BESQ2β on [b+ i0,∞), absorbed at its first zero after timeb.

Remark2.2. – The case ofm0 = i0 = 0 of the above proposition has
been stated in Carmona, Petit and Yor [3, Proposition 3.4]. See also their
Ray–Knight theorem at the inverse of local time at 0 [3, Theorem 3.3].
For the caseβ = 0 (i.e., theµ-process) see [2, Theorem 3.2].
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Proof of Proposition2.1. – This result, probably not new, may have al-
ready been obtained by the experts ofµ-process or perturbed Brownian
motion. Its proof can be achieved by a method of studying the filtra-
tion generated by the excursions ofY below levels. This method, devel-
oped by McGill [18] and Jeulin [14] for the classical Ray–Knight the-
orems for Brownian local times, works in fact with more general dif-
fusion processes or semimartingales (cf. [19]), and also has been used
in [3] to obtain their Ray–Knight type results. Here, for the sake of
completeness, we sketch the main steps, and the interested reader is re-
ferred to [3,14,18,19]. Applying Tanaka’s formula to (2.1) gives that for
x ∈R,

(Yt − x)+ = (−x)+ +
t∫

0

1I(Ys>x) dBs + α
(
MY
t −m0∨ x)+

− β(I Yt ∧ (−x)− i0)+ + 1

2
LY (t, x).

DefineZy
def= LY (TY (b), b− y) for y > 0 and letζ ≡ inf{t > b: Zt = 0}.

Observingζ = b+ I YTY (b), we have fory > 0

Zy =−2

TY (b)∫
0

1I(Ys>b−y) dBs + 2y ∧ b− 2αy ∧ (b−m0)
+

+ 2β
(
y ∧ ζ − (b+ i0))+.

It suffices to show thaty ∈ [0,∞)→ ∫ TY (b)
0 1I(Ys>b−y) dBs is a continuous

martingale with respect to the natural filtration(FZt , t > 0) of Z, with
increasing processy→ ∫ y

0 Zx dx. The key point is to show that for every
H ∈ L2(FZx ), there exists a process(hs) predictable with respect to the
filtration (σ (Bs, s 6 t), t > 0) such that

H = E(H)+
TY (b)∫
0

hs1I(Ys>b−x) dBs.

To prove this representation, observe that the time-change arguments
of [14,18,19] work in the present case once we use the facts that Eq. (2.1)
has a unique solution adapted to the natural filtration of the Brownian
motion B, and thatTY (b) is also a stopping time with respect to the
filtration (σ (Bs, s 6 t), t > 0). The details are omitted.2
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We shall make use of the following

LEMMA 2.3. – Recall (2.3)–(2.5). Let V (δ)
r be a process with law

BESQδr . For δ > 0, denote byZ(δ) the gamma distribution onR+ with
densityxδ−1 e−x/0(δ). We have foru, t, λ,µ > 0 that

H0∫
0

ds V (2β)
r (s)

law= r2

8Z(β̄/2)
, (2.6)

Eexp

(
−µV (δ)

0 (t)− λ
2

2

t∫
0

ds V
(δ)
0 (s)

)

=
(

cosh(λt)+ 2µ

λ
sinh(λt)

)−δ/2
, (2.7)

E
(

exp

(
−λ

2

2

∞∫
0

ds V (0)
r (s)

)
1I(H0<u)

)
= exp

(
− r

2
λcoth(λu)

)
, (2.8)

where in(2.6)and(2.8),H0 denotes the respective first hitting time of the
processesV (2β)

r andV (0)
r . Furthermore, we have for allx, r, t > 0,

P
( H0∫

0

ds V (2β)
r (s)>x

)
6 8−β̄/2

(
0(1+ β̄/2))−1

(
r2

x

)β̄/2
, (2.9)

P
( r∫

0

ds V
(2ᾱ)
0 (s)>x

)
6 2ᾱ/2 exp

(
− π

2x

32r2

)
, (2.10)

P
( r∫

0

ds V
(2ᾱ)
0 (s)<ε

)
∼ 2ᾱ+1/2

ᾱ
√
π

√
ε

r
exp
(
− ᾱ

2r2

2ε

)
,

ε

r2
→0, (2.11)

E
(
V (0)
r (t)

)β̄ 6√e(1+ β̄)β̄(r ∨ t)β̄ . (2.12)

Proof. –By scaling, it suffices to treat the caser ≡ 1 in Lemma 2.3.
See Yor [29, p. 16] for (2.7). To see (2.6), by Bessel time reversal,

H0∫
0

ds V
(2β)
1 (s)

law=
L1∫
0

V
(4−2β)
0 (s),

with L1≡ sup{t > 0: V (4−2β)
0 (t)6 1} being the last exit time at 1 of the

transient Bessel square processV (4−2β)
0 . From this, (2.6) follows from
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Yor [29, p. 119]. To prove (2.8), again by time reversal we have{
V
(0)
1 (H0− s),06 s 6H0

} law= {V (4)
0 (s),06 s 6 L1

}
,

with L1
def= sup{s > 0: V (4)

0 (s) 6 1}. Using the density function ofL1

evaluated by Getoor [13] and conditioning onL1 give that the expectation
term of (2.8) equals

=E
(

exp

(
−λ

2

2

L1∫
0

ds V
(4)
0 (s)

)
1I(L1<u)

)

=
u∫

0

P(L1 ∈ dx)E
[
exp

(
−λ

2

2

x∫
0

ds V
(4)
0 (s)

)∣∣∣∣L1= x
]

=
u∫

0

P(L1 ∈ dx)E
[
exp

(
−λ

2

2

x∫
0

ds V
(4)
0 (s)

)∣∣∣∣V (4)
0 (x)= 1

]

=
u∫

0

dx

2x2
exp
(
− 1

2x

)(
λx

sinh(λx)

)2

exp
(

1

2x

(
1− λx coth(λx)

))

= exp
(
−λcoth(λu)

2

)
,

where the third equality is due to [30, p. 53], and the fourth to [22,
p. 443]. (2.8) is thus proved. (2.9) follows immediately from (2.6) by
bounding the density ofZ(β̄/2) by xβ̄/2−1/0(β̄/2). To obtain (2.10),
use of analytical continuation yields

Eexp

(
λ

1∫
0

ds V
(2ᾱ)
0 (s)

)
= (cos

(√
2λ
))−ᾱ

, 0< λ<
π2

8
,

implying (2.10) by Chebychev’s inequality atλ = π2
/
32. Takeµ = 0

in (2.7). By inverting the Laplace transform, we get the density function

P
( 1∫

0

ds V
(2ᾱ)
0 (s) ∈ dt

)/
dt

=∑
n>0

2ᾱ(−1)n0(n+ ᾱ)(2n+ ᾱ)
0(ᾱ)0(n+ 1)

√
2πt3

e−
(2n+ᾱ)2

2t , t > 0,
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implying (2.11). Finally, we use the following Laplace transform for the
BESQ0

r processV (0)
r (cf. [22, Chapter XI ])

Eexp
(−λV (0)r (t)

)= exp
(
− λr

1+ 2λt

)
,

which implies

Eexp
(
λV (0)r (t)

)= exp
(

λr

1− 2λt

)
, λ <

1

2t
.

Let k def= 1+[β̄] the smallest integer greater thanβ̄ . Takingλ= 1/4(r ∨ t)
in the above transform and using the elementary relationxk 6 k!eλxλ−k
gives

E
(
V (0)
r (t)

)β̄ 6 (E(V (0)
r (t)

)k)β̄/k 6 (k!)β̄/kλ−β̄√e,

gives (2.12) by means ofk!6 kk 6 (1+ β̄)k . 2
The following result shows the relation between the asymptotic

behaviour of the density function of an infinitely divisible distribution
and that of its Lévy measure in circumstances that do not seem to have
been considered before, and may be of independent interest.

LEMMA 2.4. – Let Ξ be an infinitely divisible random variable on
[0,∞) whose Lévy measure has density functionπ(x) such that

Ee−λΞ = exp

(
−
∞∫

0

(
1− e−λx

)
π(x) dx

)
. (2.13)

Assume furthermore thatsup0<x<∞ xπ(x) < ∞ and there exist two
constantsc > 0 andρ > 0 such that

π(x)∼ ρx−1 e−cx , x→∞.
ThenΞ has at most a Dirac mass at0 and

P(Ξ ∈ dt)/dt = tρ−1`(t)e−ct , t > 0, (2.14)

with some functioǹ(t) which is slowly varying at∞.

Proof of Lemma2.4. – First, let us show thatΞ has at most a Dirac
mass at 0. In fact, either

∫∞
0 π(x) dx = ∞, and Tucker [27] says that
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in this case the distribution ofΞ is absolutely continuous; orη def=∫∞
0 π(x) dx < ∞, in which caseΞ can be realized as a compound

Poisson variable, i.e.,Ξ law= ξ1+ ξ2+ · · · + ξN, where(ξi, i = 1,2, . . .)
are i.i.d., with common distributionP(ξ1 ∈ dx)/dx = π(x)/η, x > 0, and
(ξi)i > 1 are independent ofN , which has the Poisson distribution of
parameterη. ThereforeP(Ξ = 0)= e−η. In terms of the density function
π(x)/η of ξi , it is easy to obtain thatΞ has a density function on(0,∞).

To prove (2.14), writef (t) def= P(Ξ ∈ dt)/dt for t > 0 and κ def=
P(Ξ = 0)> 0. Differentiating (2.13) with respect toλ gives

E
(
Ξ e−λΞ

)= E(e−λΞ) ∞∫
0

e−λxxπ(x) dx, λ > 0,

which implies in terms off andκ that

tf (t)= κtπ(t)+
t∫

0

f (t − s)sπ(s) ds, t > 0.

Definef ∗(t) def= ectf (t), andπ∗(t) def= ectπ(t), so that

tf ∗(t)= κtπ∗(t)+
t∫

0

f ∗(t − s)sπ∗(s) ds, t > 0. (2.15)

Sincesπ∗(s)→ ρ ass→∞, it is easy to show

lim
t→∞

∫ t
0 f
∗(t − s)sπ∗(s) ds∫ t

0 f
∗(s) ds

= ρ. (2.16)

In fact, notice that
∫∞

0 f ∗(t) dt =∞ (otherwise, applying dominated con-
vergence to (2.15), we would have thatf ∗(t)∼ (κρ + ρ ∫∞0 f ∗(s) ds)/t ,
as t → ∞, leading to a contradiction). Since sups>0 sπ

∗(s) =
K <∞, (2.15) yields

f ∗(t)6 κK
t
+ K
t

t∫
0

f ∗(s) ds,
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and therefore for any fixedA> 0, since
∫ A

0 sπ
∗(s) ds <∞, we have

A∫
0

f ∗(t − s)sπ∗(s) ds = o

( t∫
0

f ∗(s) ds
)
, t→∞,

implying (2.16) in view of (2.15). Combining (2.15) and (2.16), we have

lim
t→∞

tf ∗(t)∫ t
0 f
∗(s) ds

= ρ > 0,

so that, according to a result of Karamata (cf. [1, p. 30]),f ∗(t)= tρ−1`(t)

which completes the proof sincef (t)= e−ctf ∗(t). 2
3. TAILS

Consider the DPBMX of (1.1) and define

TX(a)
def=
{

inf{t > 0: Xt > a}, if a > 0,
inf{t > 0: Xt < a}, if a < 0.

(3.1)

Recall (2.3) and (2.4). The explicit form of the density function ofTX(1)
has been given in [3], and this yields

P(TX(1) < x)∼ C1x
1/2 exp

(
− ᾱ

2

2x

)
, x→ 0, (3.2)

with C1 = 2β+1/20(ᾱ + β̄)/ᾱ0(3− α − β/2)0(β̄/2). The goal of this
section is to get the behavior of the tail probabilities ofTX(1) and of the
exit timeTX(−a)∧ TX(b) from the interval[−a, b].

LEMMA 3.1. – Recall(2.3)–(2.4) and(3.1). We have

P
(
TX(r) > t

)∼C2
(
t/r2)−β̄/2, t/r2→∞,

whereC2= 2(1+β)/20(ᾱ+ β̄)/(β̄0(β̄/2)0(ᾱ)).
Remark3.2. – The Laplace transform ofTX(r) is given explicitly

in [3], from which it is also possible to get the above tail behaviour by
using a Tauberian theorem (cf. [1, p. 333, Theorem 8.1.6]). Intuitively,
the reason why the asymptotic behaviour of the tail of the distribution of
TX(r) depends onβ andnot α is that if we writeTX(r)=A+(TX(r))+
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A−(TX(r)), whereA+/−(t) denotes the time spent positive/negative byX

up to timet , then it isA−(TX(r)), which obviously depends only onβ,
which dominates.

Proof. –By scaling, we need only considerr = 1. Applying Proposi-
tion 2.1 withm0= i0= 0 yields

P
(
TX(1) > t

)= P( 1∫
0

Z(s) ds +
H0∫
0

V (s) ds > t

)
, (3.3)

where (Z(s),0 6 s 6 1) is a BESQ2ᾱ
0 and (V (s), s > 0) denotes a

BESQ2β starting fromZ(1),H0= inf{t > 0: V (t)= 0}. It follows that

P
( H0∫

0

V (s) ds > t

)

6 P
(
TX(1) > t

)
6 P

( H0∫
0

V (s) ds > t −√t
)
+ P

( 1∫
0

Z(s) ds >
√
t

)
(3.4)

6 P
( H0∫

0

V (s) ds > t −√t
)
+ 2ᾱ/2 e−π

2√t/32, (3.5)

by applying (2.10) toZ. Using (2.6), we have

P
( H0∫

0

V (s) ds > t

)
∼ 28−β̄/2EZ(1)β̄

β̄0(β̄/2)
t−β̄/2= C2t

−β̄/2, t→∞,

which yields the desired estimate in view of (3.4) and (3.5).2
The main result of this section is the following tail behaviour of

P(TX(−a)∧ TX(b) > t), for fixeda, b > 0.

PROPOSITION 3.3. – Recall (2.3), (2.4) and (3.1). Fix a, b > 0. We
have

P
(
TX(−a) > TX(b) > t)∼ C3t

−α−β exp
(
− π2

2(a + b)2 t
)
, t→∞,

withC3= 2πᾱ+β̄−3/(0(ᾱ)0(β̄))(a + b)2(α+β)(sinπa/(a + b))ᾱ+β̄−1.
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By exchangingα and β in the above result, we obtain the tail of
P(TX(b) > TX(−a) > t) and therefore

P(T−a ∧ Tb > t)∼ 2C3t
−α−β exp

(
− π2

2(a + b)2 t
)
, t→∞. (3.6)

Our proof of Proposition 3.3 relies on the following Laplace transform
obtained in [5]: forλ > 0,

E
(
e−

λ2
2 TX(b)1I(TX(b)<TX(−a))

)
= 0(ᾱ+ β̄)
0(ᾱ)0(β̄)

a∫
0

du
λ(sinhλb)β̄(sinhλu)ᾱ−1

(sinhλ(b+ u))ᾱ+β̄ . (3.7)

It seems difficult to directly invert the above Laplace transform. We shall
write (3.7) in an equivalent form. Forγ > 0 and 06 a1 < a2, denote by
∆γ (a1, a2) a r.v. having the following Laplace transform

Eexp
(
−λ

2

2
∆γ (a1, a2)

)
=


(
a2 sinh(λa1)

a1 sinh(λa2)

)γ
, if a1>0,(

λa2

sinh(λa2)

)γ
, if a1=0,

λ>0.

(3.8)

Write∆γ (a2)≡∆γ (0, a2) for brevity. Observe the following monotonic-
ity and scaling property of∆γ variables:

∆γ (a1, a2)
law= a2

2∆γ (a1/a2,1), 06 a1 < a2, (3.9)

P
(
∆γ (a1, a2) > t

)
6 P

(
∆γ (a3, a2) > t

)
, 06 a36 a1< a2, t > 0.

(3.10)

(A quick way to obtain (3.10) is to notice that∆γ (a3, a2)
law= ∆γ (a1, a2)+

∆γ (a3, a1), the sum of two independent variables). We can rewrite the
RHS of (3.7) as

0(ᾱ+ β̄)
0(ᾱ)0(β̄)

a∫
0

du
u−αbβ̄

(b+ u)ᾱ+β̄

×Eexp
(
−λ

2

2

(
∆1(u)+∆ᾱ(u, b+ u)+∆β̄(b, b+ u)

))
,

where the three random variables are assumed to be mutually indepen-
dent. This implies that



232 L. CHAUMONT ET AL. / Ann. Inst. Henri Poincaré 36 (2000) 219–249

P
(
TX(b) > t;TX(b) < TX(−a))
= 0(ᾱ+ β̄)
0(ᾱ)0(β̄)

a∫
0

du
u−αbβ̄

(b+ u)ᾱ+β̄ P(Σu > t), (3.11)

with Σu
def= ∆1(u)+∆ᾱ(u, b+ u)+∆β̄(b, b+ u).

Remark3.4. – Since(TX(b) < TX(−a)) = (ITX(b) < a), we get the
density function ofITX(b) by differentiating (3.11) with respect toa.
Furthermore, (3.11) tells us that conditionally to(ITX(b) = u), TX(b) =
∆1(u)+∆ᾱ(u, b+u)+∆β̄(b, b+u) is a sum of three independent hitting
times which correspond respectively toBES(3) (the three-dimensional
Bessel process), toBES(3, α) (theα-perturbed three-dimensional Bessel
process) and toBES(3, β). It remains an open question to find a path
transformation explaining this decomposition. For studies on perturbed
Bessel processes, we refer to [12].

LEMMA 3.5. – Recall(3.8). Fix 06 z1, z2, z3< 1. LetΘ ≡∆1(z1)+
∆ᾱ(z2,1)+∆β̄(z3,1), where the three∆-random variables are assumed
to be independent. We have

P(Θ ∈dt)/dt ∼ z1 sinᾱ(z2π)sinβ̄ (z3π)π
1+ᾱ+β̄

0(ᾱ+ β̄)zᾱ2zβ̄3 sin(z1π)
tᾱ+β̄−1 e−

π2
2 t , t→∞,

where fori = 1,2,3, the above constant should be understood as its limit
whenzi→ 0 if zi = 0.

Proof. –Observe that the infinitely divisible random variableΘ has
a continuous density functionf (t) on (0,∞), and its Lévy measure
π(x) dx is given by

π(x)= 1

x

∑
k>1

e
− k2π2

2z2
1

x + ᾱ
x

∑
k>1

(
e−

k2π2
2 x − e

− k2π2

2z2
2

x)

+ β̄
x

∑
k>1

(
e−

k2π2
2 x − e

− k2π2

2z2
3

x)
,

with the convention 1/0 ≡ ∞. Applying Lemma 2.4 withc = π2/2,
ρ = ᾱ+ β̄ > 0 yields

f (t)= t ᾱ+β̄−1`(t)e−
π2
2 t , t > 0,
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with a function`(t) which is slowly varying at∞. It remains to show that
`(t) is equivalent to the desired constant ast→∞. To this end, using the
above expression for the density functionf (t) and writing the (positive)
Laplace transform ofΘ at π

2

2 − ε for a smallε (by taking the limit in
the following expression as the appropriate index goes to 0 ifz1, z2, or z3

equals to 0), use of (3.8) gives

∞∫
0

e−εt t ᾱ+β̄−1`(t) dt =E(e( π2
2 −ε)Θ)

=
(

z1

√
2
(
π2

2 − ε
)

sin
(
z1

√
2
(
π2

2 − ε
))
)(

sin
(
z2

√
2
(
π2

2 − ε
))

z2 sin
√

2
(
π2

2 − ε
)
)ᾱ

×
(

sin
(
z3

√
2
(
π2

2 − ε
))

z3 sin
√

2
(
π2

2 − ε
)
)β̄

∼ z1 sinᾱ(z2π)sinβ̄ (z3π)π
1+ᾱ+β̄

zᾱ2z
β̄
3 sin(z1π)

ε−ᾱ+β̄ , ε→ 0,

which implies by a Tauberian theorem (cf. [1, p. 43, Theorem 1.7.6]) that

`(t)∼ 1

0(ᾱ+ β̄)
z1 sinᾱ(z2π)sinβ̄ (z3π)π

1+ᾱ+β̄

zᾱ2z
β̄
3 sin(z1π)

, t→∞,

as desired. 2
Proof of Proposition3.3. – We are going to show that

lim sup
t→∞

P
(
TX(−a)∧ TX(b) > t)tα+β e

− π2

2(a+b)2 t 6 C3, (3.12)

lim inf
t→∞ P

(
TX(−a)∧ TX(b) > t)tα+β e

− π2

2(a+b)2 t > C3. (3.13)

First, let us show (3.12). Fix 0< ε < a. We rewrite (3.11) as

P
(
TX(b) > t;TX(b) < TX(−a))
= 0(ᾱ+ β̄)
0(ᾱ)0(β̄)

( a−ε∫
0

+
a∫

a−ε

)
du

u−αbβ̄

(b+ u)ᾱ+β̄ P(Σu > t),

≡ I1(t)+ I2(t), (3.14)



234 L. CHAUMONT ET AL. / Ann. Inst. Henri Poincaré 36 (2000) 219–249

with the obvious meaning forI1 and I2. Recall thatΣu ≡ ∆1(u) +
∆ᾱ(u, b + u) + ∆β̄(b, b + b + u) is the sum of three independent
random variables, and the variables have the properties (3.8)–(3.10).
For u 6 a − ε, using (3.10), (3.9) and applying Lemma 3.5 withz1 =
(a − ε)/(b+ a − ε), z2= z3= 0 we see that

P(Σu > t)6P
(
∆1(a − ε)+∆ᾱ(b+ a − ε)+∆β̄(b+ a − ε) > t

)
=P

(
∆1

(
a − ε

b+ a − ε
)
+∆ᾱ(1)+∆β̄(1) >

t

(b+ a − ε)2
)

6K
(

t

(b+ a − ε)2
)ᾱ+β̄−1

e
− π2

2(b+a−ε)2 t , t > (a + b)2/2,

for some constantK =K(ε, a, b) > 0. It follows that

lim sup
t→∞

I1(t)t
α+β e

− π2

2(a+b)2 t = 0. (3.15)

It remains to estimateI2(t). For u ∈ [a − ε, a], using (3.9) and (3.10)
yields

P(Σu > t)

= P
(
∆1

(
u

b+ u
)
+∆ᾱ

(
u

b+ u,1
)
+∆β̄

(
b

b+ u,1
)
>

t

(b+ u)2
)

6 P
(
∆1

(
a

b+ a
)
+∆ᾱ

(
a − ε

b+ a − ε ,1
)
+∆β̄

(
b

b+ a ,1
)

>
t

(b+ u)2
)

(3.16)

∼ C4(ε)

(
t

(b+ u)2
)ᾱ+β̄−1

e
− π2

2(b+u)2 t , t/(b+ a)2→∞ (3.17)

where the last equivalence is obtained by applying Lemma 3.5 with
z1= a/(a + b), z2= (a − ε)/(a + b− ε), andz3= b/(b+ a). It is easy
to see

lim
ε→0

C4(ε)= 2
(
(a + b)π sin

(
πa/(a + b)))ᾱ+β̄−1

× a1−ᾱb−β̄ / 0(ᾱ+ β̄). (3.18)

Applying (3.16)–(3.18) toI2(t) of (3.14), some lines of elementary
calculations imply
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lim sup
t→∞

I2(t)t
α+β e

− π2

2(a+b)2 t

6 2πᾱ+β̄−3

0(ᾱ)0(β̄)
(a + b)2(α+β)

(
sin

πa

a + b
)ᾱ+β̄−1(

1+ η(ε)),
whereη(ε)→ 0 asε→ 0, which, in view of (3.15), gives the desired
upper bound (3.12) by lettingε→ 0. For the lower bound, we use in lieu
of (3.16) the following observation that foru ∈ [a − ε, a],

P(Σu > t)>P
(
∆1

(
a − ε

b+ a − ε
)
+∆ᾱ

(
a

b+ a ,1
)

+∆β̄

(
b

b+ a − ε ,1
)
>

t

(b+ u)2
)
,

and the lower bound (3.13) follows exactly in the same way from (3.14)
and Lemma 3.5. 2

We also need to bound uniformly the probabilityP(TX(−a) > TX(b)
> t) for a, b > 0.

LEMMA 3.6. – Recall (2.3), (2.4) and (3.1). There exists a constant
C5 = C5(α,β) > 0 only depending onα, β such that for all0< b 6 a
and t > 0,

P
(
TX(−a) > TX(b) > t)6 C5 exp

(
− π2t

8(a + b)2
)
. (3.19)

Moreover, for allb 6 a < 2b and t > (a + b)2, we have

P
(
TX(−a) > TX(b) > t)6C5b

2(α+β)t−α−β exp
(
− π2t

2(a + b)2
)
. (3.20)

Proof. –It follows from (3.7) that for all 0<λ< π/(a+ b),
E
(
e
λ2
2 TX(b)1I(TX(b)<TX(−a))

)
= 0(ᾱ+ β̄)
0(ᾱ)0(β̄)

a∫
0

du
λ (sinλb)β̄(sinλu)ᾱ−1

(sinλ(b+ u))ᾱ+β̄ . (3.21)

Takingλ ≡ π/2(a + b) in (3.21) and using the elementary relation that
x > sinx > 2x/π for 0 6 x 6 π/2 yields that the RHS of (3.21) is
bounded by
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C6(α,β)

a∫
0

du
bβ̄uᾱ−1

(b+ u)ᾱ+β̄

= C6

a/b∫
0

dx
xᾱ−1

(1+ x)ᾱ+β̄ 6 C6

∞∫
0

dx
xᾱ−1

(1+ x)ᾱ+β̄ ,

which, by applying Chebychev’s inequality to (3.21), implies (3.19).
Now, we consider the caseb 6 a 6 2a. Recall (3.8)–(3.11). For 06

u6 a, u/(b+ u)6 a/(b+ a)6 2/3. Using (3.9)–(3.10) yields

P(Σu > t)

= P
(
∆1

(
u

b+ u
)
+∆ᾱ

(
u

b+ u,1
)
+∆β̄

(
b

b+ u,1
)
>

t

(b+ u)2
)

6 P
(
∆1

(
2

3

)
+∆ᾱ(1)+∆β̄(1) >

t

(b+ u)2
)

6 C7(α,β)

(
t

(b+ u)2
)ᾱ+β̄−1

exp
(
− π2t

2(b+ u)2
)
, t > (a + b)2,

where the last inequality is obtained by applying Lemma 3.5 withz1 =
2/3, z2= z3= 1. Using the above estimate in (3.11), (3.20) follows from
some elementary computations (with possibly a larger constantC5). 2

4. MAIN ESTIMATES

This section gives the main estimates needed to prove Theorems 1.1–
1.3. We consider a special case of Eq. (2.1) withm0= 0 andi0= v,{

Yt = Bt + αMY
t − β

(
I Yt − v

)+
,

Y0= 0,
(4.1)

with some constantv > 0 being given. Write throughout this section

TY (x)
def= inf{t > 0: Yt = x}, x ∈R.

LEMMA 4.1. – Recall (2.3)–(2.4). There exists a constantC8 =
C8(α,β) > 0 only depending onα andβ such that for allr, t > 0

P
(
TY (r) < t

)
6C8

√
t

r
exp
(
− ᾱ

2r2

2t

)
, (4.2)

P
(
TY (r) > t

)
6C8 exp

(
− π

2t

96r2

)
+C8

v r

t
+C8(v ∨ r)β̄ t−β̄/2. (4.3)
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Proof. –Applying Proposition 2.1 withb= r , m0= 0, i0= v yields

TY (r)
law=

r∫
0

ds Zs +
v∫

0

ds Us +
H0∫
0

ds Vs, (4.4)

where(Zs, 06 s 6 r) is aBESQ2ᾱ
0 (cf. (2.5)),(Us,06 s 6 v) is aBESQ0

starting fromZr , and(Vs , s > 0) is aBESQ2β starting fromUv > 0, with

H0
def= inf{t > 0: Vt = 0} (soH0 = 0 if Uv = 0). By applying (2.11) to

V
(2ᾱ)
0 = Z, (4.2) follows from the fact thatP(TY (r) < t)6 P(

∫ r
0 ds Zs <

t). Applying (2.10) toV (2ᾱ)
0 = Z and (2.9) toV (2β) = V (recall that

V0=Uv) yield

P
(
TY (r) > t

)
6P

( r∫
0

ds Zs >
t

3

)
+ P

( v∫
0

ds Us >
t

3

)

+ P
( H0∫

0

ds Vs >
t

3

)

6 2ᾱ/2 exp
(
− π

2t

96r2

)
+ 3

t
E

v∫
0

ds Us

+
(

3

8

)β̄/2(
0(1+ β̄/2))−1E

(
Uβ̄
v

)
t−β̄/2.

Using the fact that(Us) is a martingale starting fromZr givesEUs =
EU0 = EZr = rEZ1, by scaling. Finally, applying (2.12) toV (0) =U ,
t = v with U0 = Zr gives E(U β̄

v ) 6
√

e(1 + β̄)β̄(vβ̄ + E(Zβ̄r )) 6
C9(α,β)(v ∨ r)β̄ , implying the desired estimate (maybe with a larger
constantC8). 2

Recall (4.1). The rest of this section is devoted to estimating the tail
probability of the exit time ofY from an interval[−a, b] with b > 0 and
a > v > 0. In the casev = 0 in (4.1), recall that by Lemma 3.6, we know
how to estimate this tail. The idea here consists of reducing the case of
v > 0 to that ofv = 0. Write

φv(a, b; t)≡ P(TY (−a) > TY (b) > t). (4.5)

Recall thatTY (x) is defined as the hitting time atx by Y the solution of
Eq. (4.1) with initial value for the minimum ofv (so the probability term
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of (4.5) depends implicitly onv). For v = 0, we have from Lemma 3.6
that there existsC5= C5(α,β) > 0 such that

φ0(a, b; t)

6

C5 exp
(− π2t

8(a+b)2
)
, for all a > b > 0, t > 0.

C5b
2(α+β)t−α−β exp

(− π2t

2(a+b)2
)
, for all b6 a<2b, t> (a+b)2.

(4.6)

We distinguish the two cases,β > 0 andβ < 0, in boundingφv(a, b; t).
LEMMA 4.2. – Recall(4.5). If β > 0, we have for all06 v < a and

b, t > 0

φv(a, b; t)6
{(

a
a−v
)β
φ0(a, b; t),

2βφ0(2a, b; t).
(4.7)

Lemma 4.2 together with (4.6) give a uniform estimate forφv(a, b; t)
in the caseβ > 0. In the case thata/v � 1, the first estimate of
Lemma 4.2 is sharper, whereas the second deals with the case thatv is
nearby toa.

Proof. –We prove the two estimates in the same way. Let(Zt) be the
solution of the following equation:

dZt = 2
√
Zt dWt + (2ᾱ1I(06t6b) + 2β1I(t>b+v)) dt,

Z0= 0,
Zt ≡ 0, t > ζZ def= inf{t > b: Zt = 0},

(4.8)

where(Wt) is a real valued Brownian motion. It follows from Proposi-
tion 2.1 that

φv(a, b; t)= P
( ∞∫

0

Zs ds > t; ζZ < a + b
)
. (4.9)

Let (Ŵt ) be an independent Brownian motion and consider a process(Θt)

which is the solution of
dΘt = 2

√
Θt dŴt + 2β1I(b6t6b+v) dt,

Θs = 0, 06 s 6 b,
Θt ≡ 0, t > ζΘ def= inf{t > b: Θt = 0}.

(4.10)
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Define

Vt
def= Zt +Θt, t > 0. (4.11)

Applying the additivity of the squared Bessel processes (cf. [22, Chap-
ter XI ]) to the two independent processesZ andΘ given respectively
by (4.8) and (4.10), we have for some Brownian motion(γ (t), t > 0)

dVt = 2
√
Vt dγt + (2ᾱ1I(06t6b) + 2β1I(t>b)) dt,

V0= 0,
Vt ≡ 0, t > ζV def= inf{t > b: Vt = 0},

(4.12)

so that the law of the processV does not depend onv. Observe that (4.9)
is also valid forv = 0 by replacing the processZ by the processV , which
means for allx > 0,

φ0(x, b; t)= P
( ∞∫

0

Vs ds > t; ζV < x + b
)
. (4.13)

Now, letx > a. Use of (4.11) shows that the probability term of (4.13) is

> P
( ∞∫

0

Zs ds > t; ζZ < a + b; ζΘ < x + b
)

= P
( ∞∫

0

Zs ds > t; ζZ < a + b
)
P(ζΘ < x + b)

= φv(a, b; t)P(ζΘ < x + b). (4.14)

It remains to compute the probability term in (4.14). Since(Θ̂s ≡Θs+b,
06 s 6 ζΘ − b) is a process of lawBESQ2β

0 on [0, v] and of lawBESQ0

on (v,∞) till its first hitting time at 0, we see that

P(ζΘ < x + b)=E(P(BESQ0
r hits 0 before timex − v | r = Θ̂v

))
=Eexp

(
− Θ̂v

2(x − v)
)

=
(

x

x − v
)−β

,

where the second equality is due to the fact that theBESQ0
r hits 0 before

timeu with probability exp(−r/2u) (this can be seen, e.g., from (2.8) by
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letting λ→ 0 there), and the third follows from (2.7) by takingδ = 2β
and by lettingλ→ 0. This, by takingx = a and x = 2a, combining
with (4.14) yields the two estimates of (4.7) and completes the proof of
lemma. 2

For the caseβ < 0, we have

LEMMA 4.3. – Let β < 0. Recall(4.5). There exists a constantC9=
C9(α,β) > 0 such that for alla > b∨ v, v > 0 andb, t > 0 that

φv(a, b; t)6C9 exp
(
− π2t

16(a + b)2
)
. (4.15)

Moreover, for allb 6 a 6 2b,06 v < a and t > (a + b)2, we have

φv(a, b; t)6 C9

(
t

(a + b)2
)−(α+β)

exp
(
− π2t

2(a + b)2
)
. (4.16)

Proof. –We use the same idea as in the previous proof, but the details
are a little more complicated. Recall (4.12)–(4.13) for the processV .
Let (γ̂t ) be an independent Brownian motion and define in this proof
the process(Θt) as the solution of (recalling−β is positive)

dΘt = 2
√
Θt dγ̂t − 2β1I(b6t6b+v) dt,

Θs = 0, 06 s 6 b,
Θt ≡ 0, t > ζΘ def= inf{t > b: Θt = 0}.

(4.17)

Therefore the two processΘ andV are independent. Define in this proof

Zt
def= Vt +Θt, t > 0. (4.18)

Use of the additivity of BESQ for (4.12) and (4.17) implies that
the processZ verifies Eq. (4.8) with some Brownian motionW ,
therefore (4.9) again holds. It follows from (4.13) that, with 0< σ < 1
being a constant whose value will be given ultimately,

φv(a, b; t)

= P
[ ∞∫

0

Vs ds +
∞∫

0

Θs ds > t; ζV < a + b; ζΘ < a + b
]

6 P
[ ∞∫

0

Θs ds > σ t; ζΘ < a + b
]
+ P

[ ∞∫
0

Vs ds > t −
∞∫

0

Θs ds;
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ζV < a + b;
∞∫

0

Θs ds 6 σ t; ζΘ < a + b
]

= P
[ ∞∫

0

Θs ds > σ t; ζΘ < a + b
]

+E
[
φ0

(
a, b; t −

∞∫
0

ds Θs

)
1I
(
∫ ∞

0
Θs ds6σ t;ζΘ<a+b)

]
≡ I3+ I4, (4.19)

with the obvious notation. Let̂Θs
def= Θs+b, s > 0. ThenΘ̂ is aBESQ2|β|

0
on [0, v] and aBESQ0 on (v,∞), absorbed at its hitting time at 0. Using
successively the Markov property of̂Θ at v, (2.8) and (2.7) gives the
following equalities

E
(
e−

λ2
2

∫ ∞
0
Θs ds1I(ζΘ<a+b)

)
= E

(
e−

λ2
2

∫ v
0
Θ̂s dsE

[
e−

λ2
2

∫ ∞
0

BESQ0
r (s) ds1I(BESQ0

r (a−v)=0)

∣∣ r = Θ̂v

])
= E

(
exp

(
−λ

2

2

v∫
0

Θ̂s ds − Θ̂v

2
λcoth

(
λ(a − v))))

=
(

sinhλ(a − v)
sinhλa

)|β|
.

It follows that

E
(
e
λ2
2

∫ ∞
0
Θs ds1I(ζΘ<a+b)

)
=
(

sinλ(a − v)
sinλa

)|β|
, 0< λ<

π

a
. (4.20)

Now, we are going to show (4.15). Takeσ = 1/2 in (4.19). Applying
Chebychev’s inequality to (4.20) withλ= π/(2a) gives

I36 exp
(
− π

2t

16a2

)
,

and by (4.6),

I46 φ0(a, b; t/2)6C5 exp
(
− π2t

16(a + b)2
)
,

implying (4.15) ifC9> 1+C5.
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It remains to consider the caseb 6 a 6 2b, t > (a + b)2. Let σ =
a+b/2
a+2b/3 ∈ [9/10,15/16]. Again applying Chebychev’s inequality to (4.20)
with λ= π/(a+ b/2) gives

I36
(

sin
πa

(a + b/2)
)−|β|

exp
(
− π2t

2(a + 2b/3)2

)
6 (5/2)|β| exp

(
− π2t

2(a + 2b/3)2

)
. (4.21)

Applying (4.6) toI4 shows that

I46C5b
2(α+β) max

1/166x61/10
x−α−β t−α−β e

− π2t
2(a+b)2

×E
[
e
− π2

2(a+b)2
∫ ∞

0
Θs ds1I(ζΘ<a+b)

]
6C11(α,β)

(
t

(a + b)2
)−α−β

exp
(
− π2t

2(a + b)2
)
,

which, in view of (4.19) and (4.21) implies (4.16), and we end the proof
of Lemma 4.3 by takingC9= (1+C5)∨ (C10+C11). 2

Combining (4.6) and Lemmas 4.2 and 4.3 gives the following

COROLLARY 4.4. – Recall (4.1). There exists a constantC12 =
C12(α,β) only depending onα, β such that for alla > b > 0,06 v < a,
t > (a + b)2

P
(
TY (−a) > TY (b) > t)6C12exp

(
− π2t

32(a + b)2
)
. (4.22)

Furthermore, if0< v 6 a/26 b, we have

P
(
TY (−a) > TY (b) > t)6 C12b

2(α+β)t−(α+β) exp
(
− π2t

2(a + b)2
)
. (4.23)

5. PROOFS OF THEOREMS 1.1–1.3

Recall (1.1). Let us at first establish a zero-one law:

LEMMA 5.1. – Let f > 0 be a nondecreasing function. The events
{sup06s6t Xs >

√
t f (t), i.o.}, {sup06s6t Xs <

√
t/f (t), i.o.} and

{sup06s6t |Xs |<
√
t/f (t), i.o.} have probabilities0 or 1.
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Proof. –The proof relies on the ergodicity of the Brownian scaling
transformation. Precisely, for fixedc > 0, define the processesB(c) and

X(c) by B(c)t
def= 1√

c
Bct andX(c)

t
def= 1√

c
Xct for t > 0. Therefore, we have

that (see, e.g., [22, Exercise XIII.1.17])(
B(c),B

) (d)−→ (
B̂,B

)
, c→∞, (5.1)

where B̂ denotes an independent Brownian motion, and
(d)−→ means

convergence in law in the space of continuous functionsΩ = C(R+,R),
endowed with the topology of the uniform convergence on every compact
set. LetA be an event determined by 1IA = F(Bt, t > 0) with F :Ω→
{0,1} a measurable function. DefineAc by 1IAc = F(B

(c)
t , t > 0).

By approximatingF(Bt , t > 0) by bounded continuous functions in
L1(Ω,P, σ (B)), we deduce from (5.1) that

lim
c→∞P(A∩Ac)= P(A)

2. (5.2)

Now, we can prove Lemma 5.1 by using (5.2) and the fact thatσ {Xt ,
t > 0} = σ {Bt , t > 0} (which follows from the pathwise uniqueness
of (1.1), see [4]) as follows: consider for exampleA = {sup06s6t Xs >√
t f (t), i.o.} (the other two events can be treated in the same way), and

Ac
def= {sup06s6t X

(c)
s >

√
t f (t), i.o.}. Using the monotonicity off , we

have that

A⊂Ac, c> 1, (5.3)

which in view of (5.2) implies that

P(A)= lim
c→∞P(A∩Ac)= P(A)

2,

yielding thatP(A)= 0 or 1, as desired.2
Proof of Theorem1.1. – The convergence part of this test can be proven

in a standard way. Lettn
def= exp(n/ logn) for largen. It is well-known (cf.

Csáki [7] for a rigorous justification) that we can limit our attention to the
“critical” case

1

2ᾱ

√
log logt 6 f (t)6 2

ᾱ

√
log logt, t > t0. (5.4)

Therefore it is easy to see that
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∞∫
dt

t
f (t)exp

(
− ᾱ

2f 2(t)

2

)
<∞

⇒∑
n

1

f (tn)
exp
(
− ᾱ

2f 2(tn)

2

)
<∞. (5.5)

Recall (3.1). Using scaling and (3.2), we have

P
(

sup
06s6tn+1

Xs >
√
tn f (tn)

)
= P

(
TX(1) <

tn+1

tnf 2(tn)

)
6 C13

f (tn)
exp
(
− ᾱ

2f 2(tn)

2

)
,

which is summable by (5.5). It follows that almost surely for all largen,
sup06s6tn+1

Xs 6
√
tn f (tn). In view of the monotonicity, we have for

all t ∈ [tn, tn+1), sup06s6t Xs 6 sup06s6tn+1
Xs 6

√
tn f (tn) 6

√
t f (t),

proving the convergence part of Theorem 1.1.
To treat the divergence part of Theorem 1.1, we again assume (5.4).

Let f̃ (t) def= f (t2). Define fori > 2, ri
def= exp(i/ log i) and

Ai
def=
{
r2
i−1

f̃ 2(ri)
< TX(ri) <

r2
i

f̃ 2(ri)

}
.

Observe thatri/ri−1−1∼ 1/ log i and(1/(3ᾱ)) logi 6 f̃ (ri)6 (3/ᾱ)×
logi for largei > i0. It follows from (3.2) that

P(Ai)= P(TX(1) < f̃ −2(ri)
)− P(TX(1) < r2

i−1

r2
i

f̃ −2(ri)

)

∼ C1

f̃ (ri)
exp
(
− ᾱ

2f̃ 2(ri)

2

)
− C1

f̃ (ri)
exp
(
− ᾱ

2f̃ 2(ri)r
2
i

2r2
i−1

)

>C1
(
1− e−1/3) 1

f̃ (ri)
exp
(
− ᾱ

2f̃ 2(ri)

2

)
, i > i0. (5.6)

It then follows that ∑
i

P(Ai)=∞. (5.7)

We shall apply the Borel–Cantelli lemma to show that

P(Ai; i.o.) > 0. (5.8)



L. CHAUMONT ET AL. / Ann. Inst. Henri Poincaré 36 (2000) 219–249 245

To this end, let us estimate the second moment term ofP(Ai ∩ Aj) for
i0 6 i < j . Recall (1.1). Applying the strong Markov property for the
Brownian motionB at the stopping timeTX(ri) gives

X̂t
def= Xt+TX(ri) − ri = B̂t + αM̂t − β(Ît − (ri + ITX(ri)))+, t > 0, (5.9)

whereB̂ is a Brownian motion starting from 0, independent ofFXTX(ri)
((FXt , t > 0) being the natural filtration ofX), and M̂t and Ît are
respectively the past maximums ofX̂t and of−X̂t . Define similarlyT̂ (r)
for r > 0. Conditionally onITX(ri), T̂ (r) is independent ofFXTX(ri).

Notice thatT (rj )= TX(ri)+ T̂ (rj − ri). Applying (4.2) toT̂ (rj − ri)
with r = rj − ri, t = r2

j /f̃
2(rj ), v = ri + ITX(ri) gives

P(Ai ∩Aj)6E
[
1IAiP

(
T̂ (rj − ri) <

r2
j

f̃ 2(rj )

∣∣FXTX(ri))]

6 P(Ai)
C8 rj

(rj − ri)f̃ (rj )
exp
(
− ᾱ

2(rj − ri)2f̃ 2(rj )

2r2
j

)
. (5.10)

On the other hand, we have from (3.2)

P(Ai)6
2C1

f̃ (ri)
exp
(
− ᾱ

2f̃ 2(ri)

2

)
, i > i0. (5.11)

In view of (5.6), (5.10)–(5.11), several lines of elementary calculations
show that

P(Ai ∩Aj)6

C14P(Ai)P(Aj), if j − i > log2 i,

C15P(Ai)j−C16, if log i 6 j − i < log2 i,

C17P(Ai)e−C18(j−i), if 2 6 j − i < log i.

(5.12)

It follows from (5.7) and (5.12) that

lim inf
n→∞

∑
26i, j6nP(Ai ∩Aj)(∑

26i6n P(Ai)
)2 6 C14,

which in view of (5.7), according to Kochen and Stone’s version of
the Borel–Cantelli lemma (cf. [15]) impliesP(Ai ; i.o.) > 1/C14 > 0.
This probability in fact equals 1 according to Lemma 5.1. Finally,
write ti = r2

i /f̃
2(ri). Recallf̃ (t) = f (t2). Observe that onAi , we have

sup06s6ti Xs > ri =
√
ti f̃ (ri) = √ti f (r2

i ) >
√
ti f (ti). This completes

the proof since we have shownP(Ai ; i.o.)= 1. 2
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Proof of Theorem1.2. – Since the proof is similar to the above one,
we just sketch the main steps. First, the convergence part follows from
Lemma 3.1 and the monotonicity, and the details are omitted. To prove
the divergence part, we only have to treat the critical case

(logt)1/(2β̄) 6 f (t)6 (log t)2/β̄ , t > t0. (5.13)

Define in this case

Fi
def= {ti < TX(ri) < ti+1; I (TX(ri)) < ri f̂ 2(ri)

}
, (5.14)

with ri
def= 2i , ti

def= r2
i f̂

2(ri) and f̂ (x) def= f (x3). By changingX to −X
and interchangingα andβ, we have from (3.2) that

P
(
TX(−1) < ε

)
∼ 2α+1/20(ᾱ+ β̄)
β̄0(3− β − α/2)0(ᾱ/2) ε

1/2 exp
(
− β̄

2

2ε

)
, ε→ 0. (5.15)

Applying Lemma 3.1 and (5.15) gives

P(Fi)>P
(
TX(ri) > ti

)− P(TX(ri) > ti+1
)− P(I (ti+1)> ri f̂ 2(ri)

)
>C19f̂ (ri)

−β̄ − P
(
TX(−1) <

ti+1

r2
i f̂

4(ri)

)
> C19

2
f̂ (ri)

−β̄ . (5.16)

On the other hand, we have from Lemma 3.1 that

P(Fi)6 P
(
TX(ri) > ti

)
6 C20f̂ (ri)

−β̄ . (5.17)

For j > i + 2, we recall (5.9) to boundP(Fi ∩ Fj) in a similar way as to
the proof of Theorem 1.1, by using (4.3) instead of (4.2). It can be shown
that

P(Fi ∩ Fj )6C21P(Fi)
(

e−C22f̂
2(rj ) + ri

rj
+
(
ri

rj
+ 1

f̂ (rj )

)β̄)
. (5.18)

From (5.16)–(5.18), the proof of the divergence part of Theorem 1.2 can
be completed in a similar way to that of Theorem 1.1. The details are
omitted. 2
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Proof of Theorem1.3. – Similarly, we only treat the divergence part.
We can assume without any loss of generality that

2

π

√
log logt 6 f (t)6 4

π

√
log logt, t > t0. (5.19)

Define

Gi
def= {TX(−ri) > TX(ri) > ti;TX(ri) < ti+1

}
, (5.20)

with ri
def= exp(i/ logi), andti

def= r2
i f̂

2(ri), andf̂ (x) def= f (x3). It follows
from Proposition 3.3 and our choices ofri , ti that

P(Gi)� f̂ (ri)−2(α+β)
exp
(
−π

2f̂ 2(ri)

8

)
, (5.21)

wheref (x)� g(x)means that 0< lim inf x→∞ f (x)/g(x)6 lim supx→∞
f (x)/g(x) < ∞. To estimate the second momentP(Gi ∩ Gj), we
recall (5.9). Use of the hitting timêT (x) atx by the procesŝX gives

P(Gi ∩Gj)6 E
[
1IGiP

(
T̂ (−rj − ri) > T̂ (rj − ri) > tj − ti+1 |FXTX(ri)

)]
,

which, by applying Corollary 4.4 toTY (x) = T̂ (x) with a = rj + ri ,
b = rj − ri , t = tj − ti+1 andv = ri + I (TX(ri)) ∈ (ri,2ri) leads to the
following estimate

P(Gi ∩Gj)6
{
C23P(Gi)P(Gj), if j − i > log i;
C24P(Gi)e−C25(j−i), if 2 6 j − i 6 log i.

(5.22)

From (5.21)–(5.22), the proof of the divergence part of Theorem 1.3 can
be completed in exactly the same way as in the proof of Theorem 1.1. We
omit the details. 2
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