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Explosion speed of continuous state branching processes

indexed by the Esscher transform
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Abstract

A branching process Z is said to be non conservative if it hits ∞ in a finite time with
positive probability. It is well known that this happens if and only if the branching
mechanism ϕ of Z satisfies

∫

0+ dλ/|ϕ(λ)| < ∞. We construct on the same probability

space a family of conservative continuous state branching processes Z(ε), ε ≥ 0, each
process Z(ε) having ϕ(ε)(λ) = ϕ(λ + ε) − ϕ(ε) as branching mechanism, and such
that the family Z(ε), ε ≥ 0 converges a.s. to Z, as ε → 0. Then we study the speed
of convergence of Z(ε), when ε → 0, referred to here as the explosion speed. More
specifically, we characterize the functions f with limε→0 f(ε) = ∞ and such that the

first passage times σε = inf{t : Z
(ε)
t

≥ f(ε)} converge toward the explosion time
of Z. Necessary and sufficient conditions are obtained for the weak convergence and
convergence in L1. Then we give a sufficient condition for the almost sure convergence.

Keywords Continuous state branching process, spectrally positive Lévy process, Essher
transform, Lamperti transform, first passage time

1 Introduction

Continuous state branching processes (CSBP) have two absorbing states: 0 and ∞.
We say that extinction (resp. explosion) occurs if the state 0 (resp. ∞) is attained in a
finite time. Unlike the extinction properties which have been intensively studied in the
past, the explosion of CSBP’s does not seem to have been the subject of much research.
The extinction and explosion conditions stated in Theorems 2.1 and 2.2 of the following
section, however, reveal a sort of duality between these two phenomena. Our searches in
the existing literature on the explosion of CSBP’s have only led us to very few articles,
most of them being quite recent: Li [10], Li and Zhou [9], Li, Foucart and Zhou [7] and
some references therein.

Both articles [9] and [7] actually consider the more general case of nonlinear CSBP’s.
In the first one it is proved that when the process is non conservative (that is explosion
occurs with positive probability) on its event of explosion, it tends to infinity in a fi-
nite time asymptotically along some deterministic curve. This speed of explosion is also
characterised by the speed of convergence of the process of first passage times toward the
explosion time. The second article provides sharper results in the case where the branching
mechanism is regularly varying.

In the present article, we propose a quite different way of studying the explosion of
a CSBP, Z, by constructing, on the same probability space, a sequence of conservative
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processes (Z(n)) that converges to the process Z. Then instead of considering the speed
of explosion of the process Z itself, we study the speed of convergence of (Z(n)) toward
Z. This speed is characterised, on the set of explosion of Z, by the speed of convergence

of the first passage times σ
(n)
vn of Z(n) above level vn, for some sequence (vn) that tends

to ∞. Intuitively, if (vn) tends to ∞ not too fast, then (σ
(n)
vn ) is expected to converge to

the explosion time ζ of Z whereas if it is too fast, then (σ
(n)
vn ) should tend to ∞. We shall

study the weak convergence, the convergence in L1 norm and the almost sure convergence.
Then we shall see that in the case of weak convergence an unexpected phenomenon occurs:

when the speed of (vn) belongs to some critical domain, the weak limit of (σ
(n)
vn ) is neither

ζ nor ∞ but the law of ζ+c, where the constant c > 0 can be considered as some ’residual
mass’. This phenomenon is specific only to the weak convergence.

There are many ways of constructing a sequence of conservative branching processes
(Z(n)) that converges to some non conservative process Z, but perhaps the most natural
way is to define Z(n) with branching mechanism ϕ(n)(λ) := ϕ(εn + λ) − ϕ(εn), where
εn ↓ 0 and ϕ is the branching mechanism of Z. Then the weak convergence of (Z(n))
toward Z clearly holds. Moreover, it is possible to construct the sequence (Z(n)) on the
same probability space as Z. This coupling is one of the main results of the present
paper. We obtain the sequence (Z(n)) by first constructing an increasing sequence of Lévy
processes (X(n)) such that each process X(n) has branching mechanism ϕ(n) defined above,
so that the law of X(n) is an Esscher transform of the law of X. Then Z(n) is obtained
by the well known means of the Lamperti transformation. This construction ensures an
a.s. uniform convergence of X(n) toward X and an a.s. convergence of Z(n) toward Z in
the Skohorod’s topology.

The next section is devoted to some basic notions on branching processes as well as
the construction of the sequence (Z(n)). Then we state our main results on the explosion
speed of (Z(n)) in Section 3 and these results are proved in Section 4.

2 A family of CSBP indexed by the Esscher transform

2.1 A brief review of CSBP’s

A continuous state branching process (CSBP) (Zt, t ≥ 0) is a [0,∞]-valued Markov
process with probabilities (Px) satisfying the following property, called the branching
property,

Ex1+x2(e−λZt) = Ex1(e−λZt)Ex2(e−λZt), x1, x2, λ, t ≥ 0.

This property implies that the states 0 and ∞ are absorbing, see [5]. Moreover there
exists a differentiable function ut : [0,∞) → [0,∞), called the Laplace exponent of Z,
which satisfies

Ex(e−λZt) = e−xut(λ), x, λ, t ≥ 0 . (2.1)

Then the Markov property yields the following semi-group property of ut,

ut+s(λ) = ut(us(λ)), s, t, λ ≥ 0,

from which we derive that ut solves the differential equation,

∂ut
∂t

(λ) + ϕ(ut(λ)) = 0 ; u0(λ) = λ , (2.2)

where ϕ : [0,∞) → R is the Laplace exponent of a spectrally positive Lévy process (spLp)
that we will denote (Xt, t ≥ 0), that is

E(e−λXt) = etϕ(λ), λ ≥ 0.
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We denote by Px, x ∈ R a family of probability measures under which X starts from x and
we set P0 := P. The function ϕ is called the branching mechanism of Z. It is a log-convex
function such that limλ→∞ ϕ(λ) = ∞ if X is not a subordinator and ϕ ≤ 0 when X is a
subordinator. According to the Lévy-Khintchine formula, ϕ can be expressed as,

ϕ(λ) = −q + aλ+
1

2
σ2λ2 +

∫

(0,∞)

(

e−λx − 1 + λx1I{x<1}

)

π(dx) , (2.3)

where q ≥ 0, a ∈ R, σ ≥ 0 and π is a Lévy measure, that is, since X has no positive
jumps, a measure on (0,∞) such that

∫

(0,∞)(x
2 ∧ 1)π(dx) < ∞. We can check that for all

λ > 0, ut is the unique solution of (2.2) and it is given for all t ≥ 0 by,

∫ λ

ut(λ)

du

ϕ(u)
= t . (2.4)

Let us now focus on the asymptotic behaviour of CSBP’s. We first define the following
(disjoint) sets,

A0 =

{

lim
t→∞

Zt = 0

}

and A∞ =

{

lim
t→∞

Zt = ∞
}

.

Note that each of the absorbing states 0 and ∞ can be attained by Z in a finite or infinite
time. Define the largest root of the branching mechanism ϕ as,

ρ = sup{λ ≥ 0 : ϕ(λ) ≤ 0} ,

and note that ρ = ∞ if and only if ϕ is the Laplace exponent of a subordinator. Then the
events A0 and A∞ satisfy the dichotomy described in the two following theorems, see [5]
and Chapter 12 of [6].

Theorem 2.1. Let Z be a CSBP with branching mechanism ϕ. Then Px(A0 ∪ A∞) = 1,

for all x ≥ 0. Moreover,

Px(A0) = e−xρ and Px(A∞) = 1 − e−xρ .

In turn, each of the events A0 and A∞ can be partitioned in the following way: the event
A0 can be written as the union of two disjoint sets, A0 = A→

0 ∪A↓
0, where

A→
0 =

{

lim
t→∞

Zt = 0 and Zt > 0 for all t > 0

}

and A↓
0 = {Zt = 0, for some t > 0} ,

and the event A∞ can be written as the union of two disjoint sets, A∞ = A→
∞ ∪A↑

∞, where

A→
∞ =

{

lim
t→∞

Zt = ∞ and Zt < ∞ for all t > 0

}

and A↑
∞ = {Zt = ∞, for some t > 0} .

Then the following dichotomy holds for each of the events A0 and A∞.

Theorem 2.2. Let Z be a CSBP with branching mechanism ϕ. Then the following as-

sertions regarding the event of extinction A↓
0 are equivalent,

(i) There is θ > 0, such that

∫ ∞

θ

du

|ϕ(u)| < ∞,

(ii) for all x ≥ 0, Px(A↓
0) = Px(A0) = e−xρ and ρ < ∞,

(iii) for all t > 0, ut(∞) < ∞.
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Similarly, for the event of explosion A↑
∞, the following assertions are equivalent,

(j) There is θ > 0, such that

∫ θ

0

du

|ϕ(u)| < ∞,

(jj) for all x ≥ 0, Px(A↑
∞) = Px(A∞) = 1 − e−xρ and ρ > 0,

(jjj) for all t > 0, ut(0) > 0.

2.2 Path construction of a family of CSBP’s

Let us first recall the Esscher transform of a spLp. This can simply be expressed from
the Laplace exponent ϕ of the process as follows: for all ε ≥ 0, the function

ϕ(ε)(λ) := ϕ(λ+ ε) − ϕ(ε), λ ≥ 0,

remains the Laplace exponent of a spLp. In terms of martingale change of measure, the
Esscher transform of a spLp X with Laplace exponent ϕ is (the law of) a spLp X(ε) with
Laplace exponent ϕ(ε) given by

Ex(F (X(ε)
s , s ∈ [0, t])) = Ex

(

F (Xs, s ∈ [0, t])e−εXt−tϕ(ε)
)

,

for all t > 0 and all bounded, measurable functional F , see for instance Theorem 3.9 in [6].

Given the Laplace exponent ϕ of a spLp, through our next result, we show how to
construct on the same probability space, an increasing family of spLp’s {X(ε), ε ≥ 0} such
that for each ε ≥ 0, X(ε) has Laplace exponent ϕ(ε).

Theorem 2.3. Let ϕ be given by (2.3) and satisfying ϕ(0) = 0. Let (εn)n≥0 be a decreasing

sequence of real numbers such that limn εn = 0.

Then on some probability space we can define an increasing sequence of Lévy pro-

cesses (X(εn))n≥0, each process X(εn) having ϕ(εn) as Laplace exponent, and such that

(S(εn))n≥0 := (X(εn+1) −X(εn))n≥0 is a sequence of independent subordinators that is itself

independent of X(ε0). For each n, S(εn) has Laplace exponent,

Γ(εn)(λ) = (εn+1 − εn)σ2λ+

∫

(0,∞)

(

e−λx − 1
)

(

e−εn+1x − e−εnx
)

π(dx). (2.5)

Moreover the sequence (X(εn)) converges uniformly over any closed intervals of R+, almost

surely, toward a Lévy process X whose Laplace exponent is ϕ.

Let us now recall the Lamperti representation of a CSBP with branching mechanism
ϕ from the path of a spectrally positive Lévy process X with Laplace exponent ϕ. This
is the mapping defined as follows:

L(X)t :=

{

X(It ∧ τ), if It ∧ τ < ∞,
∞, if It ∧ τ = ∞,

(2.6)

where It = inf

{

s :

∫ s

0

du

Xu
> t

}

and τ = inf{t ≥ 0 : Xt ≤ 0}. Note that in (2.6), for t > 0

and X0 > 0, both variables It and τ can be infinite only if X drifts to ∞. Then under Px,
x ≥ 0, the process (L(X)t, t ≥ 0) is a CSBP with branching mechanism ϕ, issued from
x, see for instance Theorem 12.2, p.337 in [6]. Note also that the transformation (2.6) is
invertible and the paths of the process (Xt, 0 ≤ t ≤ τ) can be recovered from those of the
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process Z.

Let us fix a Laplace exponent ϕ as in (2.3) and a decreasing sequence (εn) of real
numbers such that limn εn = 0. Then on some probability space, we define Lévy processes
X and X(εn), n ≥ 0 as in Proposition 2.3 and to make our notations simpler, we set,

ϕ(n) := ϕ(εn) and X(n) := X(εn) .

Furthermore from the paths of the sequence (X(n), n ≥ 0) and those of its limit X, we
define the CSBP’s (Z(n), n ≥ 0) and Z through the Lamperti transformation:

Z(n) := L(X(n)) , n ≥ 0 and Z := L(X) . (2.7)

Given the convergence result obtained in Theorem 2.3, it is natural to wonder if the
sequence (Z(n), n ≥ 0) converges toward Z in some sense. This is the purpose of the next
theorem which follows directly from Corollary 6 in [3]. We shall denote by ζ the first
hitting time of ∞ by the process Z, that is,

ζ = inf{t ≥ 0 : Zt = ∞} , (2.8)

where inf ∅ = ∞ (according to our notation {ζ < ∞} = A↑
∞). Note that under Px, the

processes Z(n), n ≥ 0 and Z are issued from x as well as X and X(n), n ≥ 0. Then from
now on, we will only use the probabilities Px, x ≥ 0 for the processes X, X(n), Z and Z(n).

Theorem 2.4. For all t, x > 0, the family of processes (Z
(n)
s , 0 ≤ s ≤ t) converges Px-

a.s. on the set {t < ζ} in the Skohorod’s J1 topology toward the process (Zs, 0 ≤ s ≤ t).

3 On the speed of explosion of the sequence {Z(n), n ≥ 0}
3.1 Presentation of the problem

Throughout the remainder of this article, we will assume that ϕ is the Laplace exponent
of a spLp satisfying the condition,

ϕ(0) = 0 and there is θ > 0, such that

∫ θ

0

du

|ϕ(u)| < ∞. (3.1)

Then like in the previous section, we fix a decreasing sequence (εn) such that limn→∞ εn =
0 and we construct an increasing sequence of Lévy processes (X(n)) with respective Laplace
exponents ϕ(n)(λ) := ϕ(εn + λ) − ϕ(εn), λ ≥ 0, as in Theorem 2.3. Its limit, X, is then
a Lévy process with Laplace exponent ϕ. Note that all the processes X(n), n ≥ 0 and X
drift to ∞. Recall also the construction (2.7), from the paths of X(n), n ≥ 0 and X, of the
branching processes Z(n), n ≥ 0 and their limit Z whose respective branching mechanism
are ϕ(n), n ≥ 0 and ϕ. We emphasize that, due to the time change in the transformation
(2.7), the sequence (Z(n)) is no longer monotone.

From Theorem 2.2 and our assumption (3.1), explosion occurs for the process Z, that
is:

for all x > 0, Px(ζ < ∞) = Px(A
↑
∞) = Px(A∞) = 1 − e−xρ > 0,

where ζ is the explosion time defined in (2.8). Moreover, it can be seen from the Lamperti
transformation (2.6) that Z explodes in a ’continuous way’, that is Zζ− = ∞, Px-a.s. for
all x > 0 on the set {ζ < ∞}, see Figure 1 below. Let us also point out on the fact that,

5



from Theorem 2.3, the sequence of sets {τ (n) = ∞} is increasing and tends to {τ = ∞},

where τ (n) = inf{t ≥ 0 : X
(n)
t ≤ 0} and τ = inf{t ≥ 0 : Xt ≤ 0}. Moreover it appears

from the construction (2.7) that

{ζ < ∞} = {τ = ∞} .

On the other hand, since for all n ≥ 0, |ϕ(n)′

(0)| = |ϕ′(εn)| < ∞, Theorem 2.2 implies
that explosion occurs for none of the processes Z(n), that is with obvious notation for all
n ≥ 0 and x ≥ 0, Px(A

n,↑
∞ ) = 0. Note also that from (3.1), ϕ′(0) = −∞, so that we can

assume without loss of generality that ϕ′(λ) < 0, for all λ ∈ [0, ε0]. This implies that for all
n ≥ 0, ϕ(n)′

(0) = ϕ′(εn) < 0, so that ρn := sup{λ ≥ 0 : ϕ(n)(λ) ≤ 0} > 0. Therefore, each
process Z(n) tends to ∞ with positive probability. This can be summarized as follows:

for all x ≥ 0 and n ≥ 0, Px(A
n,↑
∞ ) = 0 and Px(A

n
∞) = 1 − e−xρn > 0.

Let us now denote by σ
(n)
y the first passage time by the process Z(n) above a level

y > 0, that is

σ(n)
y = inf{t : Z

(n)
t ≥ y} ,

and recall that from Theorem 2.4, for all t, x > 0, the sequence of non explosive processes

(Z
(n)
s , 0 ≤ s ≤ t), n ≥ 0, converges Px-a.s. on the set {t < ζ} toward the explosive process

(Zs, 0 ≤ s ≤ t) in the Skohorod’s J1 topology. In order to study the speed of explosion
of the family (Z(n), n ≥ 0), we shall characterise the set of increasing sequences (vn) such

that limn→∞ vn = ∞ and for which the sequence of random variables (σ
(n)
vn ) converges in

some sense. If (vn) is not too fast, then (σ
(n)
vn ) is expected to converge, whereas if the

speed of convergence of (vn) is too fast compared to this of (εn), then σ
(n)
vn → ∞ should go

to ∞. Therefore, there must be a threshold for this speed under which σ
(n)
vn tends toward

a non degenerate random variable which is actually expected to be the explosion time ζ
of Z, see Figure 1 below.

t

x

ζ

Z

σ
(n)
vn

vn

Z(n)

σ
(m)
vm

vm

Z(m)

Figure 1: Z in red, Z(n) in orange and Z(m) in blue for n > m.
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3.2 Convergence in distribution

In the remainder of this paper, we shall often use the notation,

φ := −ϕ and φ(n) := −ϕ(n) ,

so that φ and φ(n) are positive, concave functions on (0, ρ) and (0, ρn), respectively, where
ρn = sup{λ ≥ 0 : ϕ(n) ≤ 0}. Moreover the sequence of functions (φ(n)) is increasing and
satisfies limn→∞ φ(n) = φ. We denote the Laplace exponent of each process Z(n) by u(n),
see (2.1). In all the following statements, the function h : Z+ → R+ will always satisfy,

(h(n))n≥0 is a decreasing sequence such that limn→∞ h(n) = 0. (3.2)

Let us also specify that when mentioning the existence of the limit of a non negative valued
sequence, we mean that it exists in [0,∞].

Theorem 3.1. The following assertions are equivalent:

1. There is a [0,∞]-valued random variable Y such that for all k > 0 and for all x ≥ 0,

under Px, σ
(n)
k/h(n)

(d)−−−→
n→∞

Y .

2. For all θ ∈ (0, ρ), lim
n→∞

∫ θ

h(n)

du

φ(n)(u)
exists.

3. For all t ≥ 0, limn→∞ u
(n)
t (h(n)) := lt(h) exists.

When the above conditions are satisfied, the mapping t 7→ lt(h) is continuous and non

decreasing on [0,∞). It satisfies l0(h) = 0 and takes its values in [0, ρ). Moreover, for all

x ≥ 0, under Px,

Y
(d)
= ζ + c(h) and lim

n→∞

∫ θ

h(n)

du

φ(n)(u)
=

∫ θ

0

du

φ(u)
+ c(h) ,

where the constant c(h) is given by c(h) = sup{t ≥ 0 : lt(h) = 0}.

Note that under our assumptions Px(ζ < ∞) > 0, hence the random variable Y involved
in Theorem 3.1 satisfies Px(Y = ∞) = 1 if and only if c(h) = ∞. The following remark
can be understood as a complement to Theorem 3.1.

Remark 3.1. Given a constant c ∈ [0,∞] and θ ∈ (0, ρ), one can always construct a

decreasing function hc such that

lim
n→∞

∫ θ

hc(n)

du

φ(n)(u)
=

∫ θ

0

du

φ(u)
+ c . (3.3)

To this end, note that the mapping x 7→ Fn(x) :=

∫ θ

x

du

φ(n)(u)
defines a decreasing bijection

from (0, θ) to (0,∞). Let us denote by F−1
n its inverse. Then for c ∈ [0,∞), the sequence

hc(n) := F−1
n

(

∫ θ
0

du
φ(u) + c

)

fulfils condition (3.3) and for c = ∞, we can take for instance

hc(n) := F−1
n

(

∫ θ
0

du
φ(u) + n

)

.
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Theorem 3.1 induces the following classification of sequences:

Z := {h : (h(n))n≥0 satisfies conditions 1., 2. and 3. of Theorem 3.1}
Z0 := {h ∈ Z : c(h) = 0} , Z∞ := {h ∈ Z : c(h) = ∞}
Zc := {h ∈ Z : 0 < c(h) < ∞} .

We shall prove in Lemma 4.7 below that a sufficient condition for h ∈ Z0 is,

lim inf
n→∞

φ(h(n) + εn)/φ(εn) > 1 . (3.4)

Except in the regularly varying case, see Theorem 3.2 below, it is not clear that the

weak convergence of (σ
(n)
k/h(n)) for some k > 0 implies this convergence for all k > 0, that

is h ∈ Z0. However, if this convergence holds when k is replaced by an independent
exponentially distributed random variable, then h ∈ Z0 as shown in the following result.

Proposition 3.1. Let e be an exponentially distributed random variable with parameter

1 which is independent of the sequence (Z(n), n ≥ 1). Then σ
(n)
e/h(n)

(d)−−−→
n→∞

ζ, if and only if

h ∈ Z0.

The next results allow us to compare the limits of (σ
(n)
1/h(n)) and (σ

(n)

1/h̃(n)
) according to the

relative behaviours of the sequences (h(n)) and (h̃(n)).

Proposition 3.2. Let h̃ : Z+ → R+ be such that (h̃(n)) is decreasing with limn→∞ h̃(n) =

0. If σ
(n)
1/h(n)

(d)−−−→
n→∞

ζ and h(n) ≤ h̃(n), for all n sufficiently large, then σ
(n)

1/h̃(n)

(d)−−−→
n→∞

ζ.

Proposition 3.3. Let h ∈ Z and h̃ : Z+ → R+ be such that (h̃(n)) is a decreasing

sequence with limn→∞ h̃(n) = 0.

1. If h̃ ≍ h, then h̃ ∈ Z and c(h̃) = c(h).

2. If h ∈ Zc and if h̃ ∈ Z satisfies h(n) ≤ h̃(n) for all n sufficiently large, then

c(h̃) ≤ c(h).

3. If h ∈ Z0 and if h̃ satisfies h(n) ≤ h̃(n) for all n sufficiently large, then h̃ ∈ Z0.

4. If h ∈ Z∞ and if h̃ satisfies h̃(n) ≤ h(n) for all n sufficiently large, then h̃ ∈ Z∞.

We can see in assertion 2. of Proposition 3.3 that if h ∈ Zc, then it is not enough that
h ≤ h̃ or h̃ ≤ h to deduce something on h̃, contrary to what is asserted in parts 3. and 4.
Actually the proof of assertion 2. requires the additional hypothesis that h̃ ∈ Z.

The following proposition suggests that the existence of the limit of | log h(n)|/φ′(εn)

as n tends to ∞ might be a better criterion for the weak convergence of (σ
(n)
k/h(n)) than

the convergence of

∫ θ

h(n)

du

φ(n)(u)
, as stated in Theorem 3.1. This can actually be proved

in the regularly varying case, see Theorem 3.2.

Proposition 3.4.

1. If lim
n→∞

| log h(n)|
φ′(εn)

= ∞, then h ∈ Z∞.

2. If h ∈ Z0, then lim
n→∞

| log h(n)|
φ′(εn)

= 0.

8



In the case where ϕ is regularly varying at 0, a better criterion allows us to characterize

the limit of σ
(n)
1/h(n).

Theorem 3.2. Suppose that ϕ is regularly varying at 0. Then the following assertions

are equivalent:

1. The limit c(h) := lim
n→∞

| log h(n)|
φ′(εn)

exists.

2. For all k > 0, σ
(n)
k/h(n)

(d)−−−→
n→∞

ζ + c(h), that is h ∈ Z.

When these assumptions are satisfied, the constant the constant c(h) is the same as that

in Theorem 3.1. Moreover assertions 1. and 2. for c(h) = 0 are equivalent to the following

one:

3. For some k > 0, σ
(n)
k/h(n)

(d)−−−→
n→∞

ζ.

3.3 Convergence in L1 and almost sure convergence

We recall the usual convention 0 × ∞ = ∞ × 0 = 0, so that in particular, if Y is any
non negative random variable, then Y 1I{Y <∞} is a.s. finite. As we will see in this section,
when h ∈ Z0, stronger convergences than weak convergence actually hold. Let us first
notice that the time ζ admits all its moments on the set {ζ < ∞}. This result is also
proved in Theorem 3.1 of [9] where the moments of ζ are expressed in a different form,
see also Theorems 1.5 and 1.6 in [10] where this result is obtained in a particular case.

Proposition 3.5. For all n ∈ Z+ and x > 0, Ex

(

ζn1I{ζ<∞}

)

< ∞. Moreover for all

n ∈ Z+, x > 0 and λ ≥ 0,

Ex

(

ζn1I{ζ<∞}

)

= x

∫ ρ

0
F (y)ne−xydy and Ex

(

e−λζ
)

= x

∫ ρ

0
e−λF (y)e−xydy ,

where F (y) =
∫ y

0
du
φ(u) , for y ∈ [0, ρ). In particular, Ex

(

ζ1I{ζ<∞}

)

=

∫ ρ

0

e−λx − e−ρx

φ(λ)
dλ.

As we will show in Subsection 4.3.1, the first passage times σ
(n)
1/h(n) are integrable on the

set {σ(n)
1/h(n) < ∞} and we will prove the following result.

Theorem 3.3. Assume that h ∈ Z0. Then for all x > 0 and n ≥ 0, the random variable

σ
(n)
1/h(n)1{σ

(n)

1/h(n)
<∞}

is integrable under Px, moreover,

σ
(n)
1/h(n)1{σ

(n)

1/h(n)
<∞}

L1(Px)−−−−→
n→∞

ζ1{ζ<∞} .

It follows from Theorems 3.1 and 3.3 that for h ∈ Z0, the convergence in law of
(

σ
(n)
1/h(n)

)

toward ζ is equivalent to the convergence in L1 of

(

σ
(n)
1/h(n)1{σ

(n)

1/h(n)
<∞}

)

toward ζ1{ζ<∞}.

We also emphasize that if h ∈ Zc, that is if σ
(n)
1/h(n)

(d)−−−→
n→∞

ζ + c(h), with c(h) ∈ (0,∞),

then the convergence in L1 of

(

σ
(n)
1/h(n)1{σ

(n)

1/h(n)
<∞}

)

toward ζ1{ζ<∞} + c(h) would make

sense only if the constant c(h) can be obtained as a functional of the paths of the sequence
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(Z(n)) and those of the process Z. This does not seem very realistic and the constant c(h)
may just be an adjustment value that appears in the weak limit, when h belongs to the
critical domain Zc. The same remark obviously holds for almost sure convergence, below.

We now state that under a stronger assumption than this of Theorem 3.3, the sequence
(

σ
(n)
1/h(n)1I{σ

(n)

1/h(n)
<∞}

)

converges almost surely toward ζ1I{ζ<∞}.

Theorem 3.4. Assume that
∑

φ(εn)/φ(εn + h(n)) < ∞. Then for all x > 0,

σ
(n)
1/h(n)1I{σ

(n)

1/h(n)
<∞}

Px−a.s.−−−−−→
n→∞

ζ1I{ζ<∞} .

The condition
∑

φ(εn)/φ(εn + h(n)) < ∞ is not a necessary condition for the almost

sure convergence of
(

σ
(n)
1/h(n)

)

to hold. Indeed, take for instance φ(λ) = kλ1/2, λ ≥ 0,

where k is some positive constant. Take also h(n) = εn = n−1. Then from Theorems 3.2

and 3.3, there is a sequence of integers (ni)i≥0 with ni → ∞, as i → ∞ such that σ
(ni)
1/h(ni)

converges almost surely toward ζ, as i → ∞. However
∑

i φ(εni)/φ(εni + h(ni)) = ∞.
This provides a counterexample with φ(λ) = kλ1/2, ε̃i := εni and h̃(i) := h(ni).

From Theorem 3.4, convergence in distribution of (σ
(n)
1/h(n)) holds, that is h ∈ Z0, un-

der the condition
∑

φ(εn)/φ(εn + h(n)) < ∞. This can be checked directly by applying
Lemma 4.7, see (3.4) above.

We end this section with a related result that provides another way to evaluate the
speed of convergence of the sequence (Z(n)) toward Z. Let us give ourselves an exponen-
tially distributed random variable e with parameter 1 that is independent of the sequence
of Lévy processes (X(n)). For each n ≥ 0, denote by X̃(n) the Lévy process X(n) killed at
the independent exponential time en := e/h(n). The killed Lévy process X̃(n) has Laplace
exponent ϕ̃(n)(λ) := ϕ(n)(λ) − h(n). Then we define the sequence Z̃(n) := L(X̃(n)), n ≥ 0
of branching processes obtained from the sequence of Lévy processes X̃(n) through the
Lamperti representation (2.6). The process Z̃(n) has branching mechanism ϕ̃(n). Recall
from Theorem 2.2 that Z̃(n) hits ∞ in a finite time with positive probability and from

(2.6) this is done through a jump, that is Z̃
(n)

ζ̃(n)−
< ∞, Px-a.s. on the set {ζ̃(n) < ∞}, for

all x > 0, where ζ̃(n) := inf
{

t : Z̃
(n)
t = ∞

}

. Actually, the process Z̃(n) corresponds to the

process Z(n) killed at the time
∫ en∧τ (n)

0
du

X
(n)
u

, where τ (n) := inf
{

t : X
(n)
t ≤ 0

}

. Moreover

the hitting time ζ̃(n) satisfies

ζ̃(n)
1{ζ̃(n)<∞} =

∫ en

0

du

X
(n)
u

1I{en<τ (n)}. (3.5)

By reinforcing the hypothesis of Theorem 3.4, we can prove that the sequence of explosion
times (ζ̃(n)1I{ζ̃(n)<∞}) converges almost surely toward ζ1I{ζ<∞}.

Proposition 3.6. If
∑

φ(εn)/h(n) < ∞, then for all x > 0,

ζ̃(n)1I{ζ̃(n)<∞}
Px−a.s.−−−−−→
n→∞

ζ1I{ζ<∞} .

Proposition 3.6 raises the question of the convergence in L1 of the sequence (ζ̃(n)1I{ζ̃(n)<∞}).
When X is a subordinator and under the sole assumption that h ∈ Z0, this is a direct
consequence of Corollary 4.1. The general case seems much more delicate.
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4 Proofs

4.1 Proof of Theorem 2.3

Let us first write ϕ(εn) as follows,

ϕ(εn)(λ) = ϕ(λ+ εn) − ϕ(εn)

=

(

a+ εnσ
2 +

∫

(0,∞)
x
(

1 − e−εnx
)

1I{x<1} π(dx)

)

λ+
1

2
σ2λ2

+

∫

(0,∞)

(

e−λx − 1 + λx1I{x<1}

)

e−εnxπ(dx) .

This yields that the difference

Γ(εn)(λ) := ϕ(εn+1)(λ) − ϕ(εn)(λ)

= (εn+1 − εn)σ2λ+

∫

(0,∞)

(

e−λx − 1
)

(

e−εn+1x − e−εnx
)

π(dx)

is the Laplace exponent of a subordinator.

Then on the same probability space, define a Lévy process X(ε0) with Laplace exponent
ϕ(ε0) and a sequence of independent subordinators (S(εn))n≥0 such that for each n, S(εn)

has Laplace exponent Γ(εn). Assume moreover that X(ε0) is independent of the sequence
(S(εn))n≥0. Then the sequence of Lévy processes X(εn) := X(ε0) +

∑n−1
k=0 S

(εk) satisfies the
conditions of the statement.

Note that Σ(n) :=
∑n−1
k=0 S

(εk) is an increasing sequence of subordinators and that
Σ(n) has Laplace exponent, ϕ(εn) − ϕ(ε0). Moreover, limn→∞ ϕ(εn) = ϕ. Therefore, for

each t ≥ 0, (Σ
(n)
t ) converges weakly toward an infinitely divisible distribution having

ϕ − ϕ(ε0) as Laplace exponent. Then for each t ≥ 0, the a.s. limit Σt =
∑∞
k=0 S

(εk)
t of

Σ
(n)
t is a.s. finite and has Laplace exponent ϕ − ϕ(ε0). Moreover (Σt) defines a càdlàg

non decreasing process. It is actually a subordinator with Laplace exponent ϕ − ϕ(ε0).

Since for all t ≥ 0, sup0≤s≤t |Σ(n)
s − Σs| = |Σ(n)

t − Σt|, the sequence of subordinators (Σ(n))
converges uniformly over any closed interval of R+, almost surely, toward the process Σ.
This implies the last assertion of Theorem 2.3 regarding the sequence (X(εn)). �

4.2 Proof of the results in Subsection 3.2 (convergence in distribution)

Recall that φ(n) = −ϕ(n), n ≥ 0 and φ = −ϕ are the branching mechanisms of Z(n),

n ≥ 0 and Z, respectively and that (u
(n)
t (λ), t, λ ≥ 0), n ≥ 0 and (ut(λ), t, λ ≥ 0) are the

corresponding Laplace exponents. Then we first state some of the elementary properties
of these Laplace exponents, a part of which can also be found in Chapter 3 of [10].

Lemma 4.1.

1. For all t ≥ 0 and n ≥ 0, the mappings λ 7→ u
(n)
t (λ) and λ 7→ ut(λ) are continuous

and increasing on [0,∞).

2. For all λ ∈ (0, ρ), the mapping t 7→ ut(λ) is continuous and increasing on [0,∞).
Moreover it is valued in the set (0, ρ).

3. For all λ ∈ (0, ρ), there is nλ ≥ 1 such that for all n ≥ nλ, the mappings t 7→ u
(n)
t (λ)

are continuous and increasing on [0,∞). Moreover they are valued in the set (0, ρ).
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4. Let ρ0 be the largest root of φ(0). Then for all t ≥ 0 and λ ∈ (0, ρ0), the sequence

(u
(n)
t (λ))n≥0 is non decreasing and limn→∞ u

(n)
t (λ) = ut(λ).

Proof. The first assertion follows directly from the definition (2.1) as well as continuity of
the mappings in 2. and 3.

We first prove that for λ ∈ (0, ρ), the mapping t 7→ ut(λ) is increasing on [0,∞). From
(2.2), ∂ut

∂t (λ)|t=0 = φ(u0(λ)) = φ(λ) > 0, so that uδ(λ) > u0(λ) = λ, for all δ > 0 small
enough. Let t > 0, then from the mean value theorem applied to the function λ 7→ ut(λ),
there is λδ ∈ [λ, uδ(λ)], such that,

ut(uδ(λ)) − ut(λ) = ut+δ(λ) − ut(λ) =
∂

∂λ
ut(λδ)(uδ(λ) − λ),

where we have used the semigroup property of ut(λ) in the first equality. Note that both
uδ(λ) and λδ tend to λ, as δ tends to 0, hence it follows from the above equality that,

lim
δ→0

ut+δ(λ) − ut(λ)

uδ(λ) − λ
=

∂

∂λ
ut(λ) > 0 .

Multiplying and dividing the left hand side of this equality by δ yields,

lim
δ→0

ut+δ(λ) − ut(λ)

uδ(λ) − λ
=

∂

∂t
ut(λ)

(

∂ut
∂t

(λ)|t=0

)−1

> 0 .

Hence, ∂
∂tut(λ) has the same sign as ∂ut

∂t (λ)|t=0 = φ(λ) > 0. This proves that t 7→ ut(λ) is
increasing on [0,∞). Then it is clear that of all λ ∈ (0, ρ), ut(λ) > 0. Moreover ut(λ) < ρ
since ∂ut

∂t (λ) = φ(ut(λ)) > 0.

Let ρn be the largest root of φ(n), then since (φ(n)) is increasing and φ(n) ≤ φ, the
sequence (ρn) is increasing and ρn ≤ ρ. Moreover, limn→∞ ρn = ρ, so that for all λ ∈ (0, ρ),
there is nλ ≥ 1 such that for all n ≥ nλ, λ ∈ (0, ρn). Then the proof of 3. follows this of
2. along the lines.

Let us emphasize that from 2. and 3., for n ≥ nλ, φ(n) has no root between λ ∈ (0, ρn)

and u
(n)
t (λ) and φ has no root between λ ∈ (0, ρ) and ut(λ). Since φ(n) ≤ φ(n+1) for all n,

we derive from (2.4) that for all n ≥ 0, λ ∈ (0, ρn) and t ≥ 0,

∫ u
(n+1)
t (λ)

λ

du

φ(n+1)(u)
= t =

∫ u
(n)
t (λ)

λ

du

φ(n)(u)
≤
∫ u

(n+1)
t (λ)

λ

du

φ(n)(u)
.

Therefore, u
(n)
t (λ) ≤ u

(n+1)
t (λ), for all λ ∈ (0, ρn). On the other hand, we derive from

∫ u
(n)
t (λ)

λ

du

φ(u)
≤
∫ u

(n)
t (λ)

λ

du

φ(n)(u)
= t =

∫ u
(n)
t (λ)

λ

du

φ(u)
+

∫ ut(λ)

u
(n)
t (λ)

du

φ(u)
(4.1)

that u
(n)
t (λ) ≤ ut(λ), for all n ≥ 0 and λ ∈ (0, ρn). Moreover, since ut(λ) < ρ, we derive

from (4.1) and dominated convergence theorem that for all λ ∈ (0, ρ0), limn→∞ u
(n)
t (λ) =

ut(λ).

Recall that (h(n))n≥0 is a decreasing sequence such that limn→∞ h(n) = 0. Moreover,
with no loss of generality, we shall henceforth assume that h(0) < ρ0.

Lemma 4.2.

1. For all t ≥ 0 and n ≥ 0, 0 < u
(n)
t (h(n)) ≤ ut(h(0)) < ρ.
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2. Assume that (u
(n)
t (h(n)))n≥0 converges for all t ≥ 0 and set

lt(h) := lim
n→∞

u
(n)
t (h(n)) .

Then the mapping t 7→ lt(h) is continuous and non decreasing on [0,∞). In this

case, we set

c(h) := sup{t ≥ 0 : lt(h) = 0} .

3. The sequence (u
(n)
t (h(n)))n≥0 converges for all t ≥ 0 if and only if lim

n→∞

∫ θ

h(n)

du

φ(n)(u)
exists in [0,∞] for some θ ∈ (0, ρ). In this case,

lim
n→∞

∫ θ

h(n)

du

φ(n)(u)
= c(h) +

∫ θ

0

du

φ(u)
, for all θ ∈ (0, ρ). (4.2)

If c(h) < ∞, then for all t ≥ c(h),

lim
n→∞

u
(n)
t (h(n)) = ut−c(h)(0).

Proof. Since (h(n)) is decreasing and h(0) ∈ (0, ρ0), from 1. and 4. in Lemma 4.1, for all

t ≥ 0, n ≥ 0 and k ≥ n, u
(n)
t (h(n)) ≤ u

(n)
t (h(0)) ≤ u

(k)
t (h(0)). Then by letting k go to ∞

and applying 2. in Lemma 4.1 again, we obtain u
(n)
t (h(n)) ≤ u

(n)
t (h(0)) ≤ ut(h(0)). Since

h(0) ∈ (0, ρ0) and ρ0 < ρ, assertion 2. in Lemma 4.1 implies that ut(h(0)) < ρ.

Let us now prove assertion 2. Assume that (u
(n)
t (h(n)))n≥0 converges for all t ≥ 0.

Then from 3. in Lemma 4.1, for all λ ∈ (0, ρ) and n sufficiently large, the functions

t 7→ u
(n)
t (λ) are increasing, therefore t 7→ lt(h) is non decreasing. Moreover t 7→ lt(h) is

continuous. Indeed from (2.4) applied to φ(n), for all n ≥ 0 and 0 ≤ s ≤ t,

∫ u
(n)
t (h(n))

u
(n)
s (h(n))

du

φ(n)(u)
= t− s ,

so that from Fatou’s lemma and the assumption

∫ lt(h)

ls(h)

du

φ(u)
≤ lim inf

n

∫ u
(n)
t (h(n))

u
(n)
s (h(n))

du

φ(n)(u)
= t− s .

The continuity of t 7→ lt(h) follows from this.

Let us finally prove 3. Assume first that lt(h) = limn→∞ u
(n)
t (h(n)) exists for all t ≥ 0.

If c(h) = ∞, that is for all t ≥ 0, lt(h) = 0, then by Fatou’s Lemma in

∫ θ

h(n)

du

φ(n)(u)
= t+

∫ θ

u
(n)
t (h(n))

du

φ(n)(u)
, θ ∈ (0, ρn) , (4.3)

we obtain, for all θ ∈ (0, ρ),

lim inf
n→∞

∫ θ

h(n)

du

φ(n)(u)
≥ t+

∫ θ

0

du

φ(u)

and taking the limit when t goes to infinity implies lim
n→∞

∫ θ

h(n)

du

φ(n)(u)
= ∞. If c(h) < ∞,

then let t > c(h), so that lt(h) > 0. Using dominated convergence in (4.3) yields for all
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θ ∈ (0, ρ), lim
n→∞

∫ θ

h(n)

du

φ(n)(u)
= t +

∫ θ

lt(h)

du

φ(u)
, and letting t tend to c(h) in this equality,

we obtain by continuity of the function t 7→ lt(h) that lim
n→∞

∫ θ

h(n)

du

φ(n)(u)
= c(h)+

∫ θ

0

du

φ(u)
.

This implies that,
∫ lt(h)

0

du

φ(u)
= t− c(h),

for all t ≥ c(h), that is lt(h) = ut−c(h)(0).

Conversely, assume that lim
n→∞

∫ θ

h(n)

du

φ(n)(u)
exists in [0,∞] and that for some t >

0, there are two subsequences (v
(n)
t ) and (w

(n)
t ) of (u

(n)
t (h(n))) which converge toward

vt > 0 and 0 respectively. Then from dominated convergence in (4.3) where we replaced

u
(n)
t (h(n)) by v

(n)
t we obtain,

lim
n→∞

∫ θ

h(n)

du

φ(n)(u)
= t+

∫ θ

vt

du

φ(u)
, (4.4)

and from Fatou’s lemma in (4.3) where we replaced u
(n)
t (h(n)) by w

(n)
t we obtain,

lim
n→∞

∫ θ

h(n)

du

φ(n)(u)
≥ t+

∫ θ

0

du

φ(u)
.

This is contradictory, so either any subsequence of (u
(n)
t (h(n))) converges toward a positive

limit, and in this case, from (4.4) these limits are identical, or (u
(n)
t (h(n))) converges

toward 0. If t = 0, then u
(n)
t (h(n)) = h(n) → 0 = u0(0). Finally, (4.2) follows by

taking t = c(h) in (4.4), where actually vt = lt(h) and by recalling that from part 2.,
lc(h)(h) = 0.

Lemma 4.3. For all t ≥ 0 and x ≥ 0,

lim
n→∞

Z
(n)
t = Zt and lim

n→∞
Z

(n)
t = Zt , Px-a.s.

Moreover, on the event {ζ ≤ t},

lim
n→∞

Z
(n)
t

Z
(n)
t

= 1 , Px-a.s.

Proof. Fix t ≥ 0, x ≥ 0 and let (Ft) be the filtration generated by all the processes X(n),

n ≥ 0. Define also I
(n)
t = inf

{

s :

∫ s

0

du

X
(n)
u

> t

}

and τ (n) = inf{t : X
(n)
t ≤ 0}. Then

for each t ≥ 0, the sequence (I
(n)
t ∧ τ (n)) is an increasing sequence of stopping times in

the filtration (Ft), and it satisfies limn I
(n)
t ∧ τ (n) = It ∧ τ , Px-a.s. Moreover, X is a Lévy

process in the filtration (Ft) and it is quasi-left-continuous. Therefore limnX(I
(n)
t ∧τ (n)) =

X(It ∧ τ), Px-a.s. on the set {It ∧ τ < ∞}, see Proposition 7 of Chapter I in [1]. Then
from the construction of Z(n) and Z,

|Z(n)
t − Zt| ≤ sup

s≤It∧τ
|X(n)

s −Xs| + |X
I

(n)
t ∧τ (n) −XIt∧τ | , (4.5)

and from Theorem 2.3, limn Z
(n)
t = Zt, Px-a.s. on the set {It ∧ τ < ∞}. On the set

{It ∧ τ = ∞}, limn I
(n)
t ∧ τ (n) = ∞, Px-a.s., so that limn Z

(n)
t = limnX

(n)(I
(n)
t ∧ τ (n)) =
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∞ = Zt, Px-a.s. The proof of the fact that limn Z
(n)
t = Zt = ∞, Px-a.s. follows the

same arguments together with the fact that sups≤t |X(n)
s − Xs| = Xt − X

(n)
t , so that

limn sups≤t |X(n)
s −Xs| = 0, P-a.s. for all t ≥ 0.

Let us now prove the second assertion. First observe that for all 0 ≤ m ≤ n and t ≥ 0,

X
(n)
t

X
(n)
t

≥ X
(m)
t

X
(m)
t

. (4.6)

Indeed, write X
(n)
t = X

(m)
t + Sm,nt , where Sm,n is a subordinator. Then X

(n)
t ≤ X

(m)
t +

Sm,nt , so that

X
(n)
t

X
(n)
t

− X
(m)
t

X
(m)
t

=
X

(m)
t X

(n)
t −X

(n)
t X

(m)
t

X
(n)
t X

(m)
t

=
X

(m)
t (X

(m)
t + Sm,nt ) − (X

(m)
t + Sm,nt )X

(m)
t

X
(n)
t X

(m)
t

≥ Sm,nt (X
(m)
t −X

(m)
t )

X
(n)
t X

(m)
t

≥ 0.

Recall from Subsection 3.1 that we choose ε0 small enough so that 0 < φ(n)′

(0) = φ′(εn) <

∞, for all n ≥ 0, and hence E(X
(n)
1 ) > 0, for all n ≥ 0. Let δ ∈ (0, 1), then from Lemma

2.1 in [9], there exists t0 > 0 such that P-a.s., for all t ≥ t0, X
(0)
t /X

(0)
t ≥ 1 − δ and then

from (4.6) for all n ≥ 0, X
(n)
t /X

(n)
t ≥ 1 − δ. On the other hand, note that for all t ≥ 0,

{ζ ≤ t} ⊂ {It ∧ τ = ∞} and hence limn I
(n)
t ∧ τ (n) = ∞, P-a.s. on the set {ζ ≤ t}. This

yields,

lim
n

Z
(n)
t

Z
(n)
t

= lim
n

X(n)(I
(n)
t ∧ τ (n))

X
(n)

(I
(n)
t ∧ τ (n))

≥ 1 − δ , P-a.s. on the set {ζ ≤ t},

which allows us to conclude, δ being arbitrary.

Lemma 4.4. Let e be some exponentially distributed random variable with parameter 1
and assume that e is independent of the family (Z(n), n ≥ 0). Fix t > 0 and x > 0.

1. If limn→∞ u
(n)
t (h(n)) exists, then limn→∞ u

(n)
t (kh(n)) = limn→∞ u

(n)
t (h(n)), for all

k > 0.

2. If limn→∞ Px(Z
(n)
t ≤ e/h(n)) = e−xut(0), then limn→∞ Px(Z

(n)
t ≤ e/h(n)) = e−xut(0).

3. limn→∞ u
(n)
t (h(n)) exists if and only if limn→∞ Px(Z

(n)
t ≤ ke/h(n)) exists for all

k > 0 and does not depend on k. In this case, for all k > 0, limn→∞ Px(Z
(n)
t ≤

ke/h(n)) = e−xlt(h), where lt(h) := limn→∞ u
(n)
t (h(n)).

Proof. Let θ ∈ (0, ρ0), so that none of the functions φ(n) vanishes on (0, θ). Recall also
that h(0) < ρ0. Let k > 0 and n such that kh(n) < θ and write

∫ kh(n)

h(n)

du

φ(n)(u)
=

∫ θ

h(n)

du

φ(n)(u)
−
∫ θ

kh(n)

du

φ(n)(u)
.

Since φ(n) is increasing and differentiable,
∣

∣

∣

∣

∣

∫ kh(n)

h(n)

du

φ(n)(u)

∣

∣

∣

∣

∣

≤ |k − 1| h(n)

φ(n)((k ∧ 1)h(n))
=

|k − 1|
(k ∧ 1)φ′(αn)

,
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where αn ∈ (εn, εn+(k∧1)h(n)). Since φ′(0) = ∞, it follows from the above inequality that

limn→∞
∫ kh(n)
h(n)

du
φ(n)(u)

= 0, so that if one of the sequences (
∫ θ
h(n)

du
φ(n)(u)

) or (
∫ θ
kh(n)

du
φ(n)(u)

)

converges in [0,∞] as n tends to infinity, then both converge and they have the same limit.
Then part 1. follows from part 3. of Lemma 4.2.

Before proving 2. and 3., recall from Lemma 4.3 that Z
(n)
t and Z

(n)
t converge Px-almost

surely to Zt and Zt, respectively. Therefore, for all k > 0,

limn→∞ Px(Z
(n)
t ≤ ke/h(n), t < ζ) = Px(Zt < ∞, t < ζ) = Px(t < ζ) = e−xut(0) ,

limn→∞ Px(Z
(n)
t ≤ ke/h(n), t < ζ) = Px(Zt < ∞, t < ζ) = Px(t < ζ) = e−xut(0) .

(4.7)

Then let us prove assertion 2. and assume that limn→∞ Px(Z
(n)
t ≤ e/h(n)) = e−xut(0).

From (4.7) this means that limn→∞ Px(Z
(n)
t ≤ e/h(n), t ≥ ζ) = 0. Then let a < 1 and

write

Px

(

a−1Z
(n)
t ≤ e/h(n), t ≥ ζ

)

≤ Px

(

Z
(n)
t ≤ e/h(n), Z

(n)
t /Z

(n)
t ∈ [a, 1], t ≥ ζ

)

+Px

(

Z
(n)
t /Z

(n)
t ∈ [a, 1]c, t ≥ ζ

)

.

This inequality together with Lemma 4.3 implies that limn→∞ Px

(

a−1Z
(n)
t ≤ e/h(n), t ≥ ζ

)

=

0, so that from (4.7), limn→∞ Px

(

a−1Z
(n)
t ≤ e/h(n)

)

= e−xut(0). But Px
(

a−1Z
(n)
t ≤ e/h(n)

)

=

Ex(e
−a−1h(n)Z

(n)
t ) = e−xu

(n)
t (a−1h(n)), and the conclusion follows from part 1. of this lemma.

Finally let us prove 3. Assume that limn→∞ Px(Z
(n)
t ≤ ke/h(n)) exists for all k > 0

and does not depend on k. Then from (4.7) limn→∞ Px(Z
(n)
t ≤ ke/h(n), t ≥ ζ) exists for

all k > 0 and is equal to limn→∞ Px(Z
(n)
t ≤ e/h(n), t ≥ ζ). Now let a > 1 and write

Px

(

aZ
(n)
t ≤ e/h(n), Z

(n)
t /Z

(n)
t ∈ [1, a], t ≥ ζ

)

≤ Px

(

Z
(n)
t ≤ e/h(n), t ≥ ζ

)

, (4.8)

so that from Lemma 4.3,

lim sup
n→∞

Px

(

aZ
(n)
t ≤ e/h(n), t ≥ ζ

)

≤ lim
n→∞

Px

(

Z
(n)
t ≤ e/h(n), t ≥ ζ

)

. (4.9)

But since limn→∞ Px(Z
(n)
t ≤ ke/h(n), t ≥ ζ) does not depend on k, replacing h by h/a in

(4.9), we can write

lim sup
n→∞

Px

(

Z
(n)
t ≤ e/h(n), t ≥ ζ

)

≤ lim
n→∞

Px

(

Z
(n)
t ≤ e/h(n), t ≥ ζ

)

.

Moreover, the inequality

lim
n→∞

Px

(

Z
(n)
t ≤ e/h(n), t ≥ ζ

)

≤ lim inf
n→∞

Px

(

Z
(n)
t ≤ e/h(n), t ≥ ζ

)

is straightforward. So we have proved that limn→∞ Px

(

Z
(n)
t ≤ e/h(n), t ≥ ζ

)

exists. We

conclude from the equality,

Px

(

Z
(n)
t ≤ e/h(n)

)

= e−xu
(n)
t (h(n)) . (4.10)

Conversely assume that limn→∞ u
(n)
t (h(n)) exists. Then from part 1. of the present

lemma, limn→∞ u
(n)
t (kh(n)) = limn→∞ u

(n)
t (h(n)), exists for all k > 0 and therefore
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limn Px

(

Z
(n)
t ≤ e/kh(n)

)

= limn e
−xu

(n)
t (kh(n)) exists for all k > 0. Then we derive from

(4.7) that limn→∞ Px(Z
(n)
t ≤ ke/h(n), t ≥ ζ) exists for all k > 0 and does not depend

on k. So from the same argument using Lemma 4.3, developed in (4.8) and (4.9), for all
k > 0,

lim
n→∞

Px

(

Z
(n)
t ≤ e/h(n), t ≥ ζ

)

≤ lim inf
n→∞

Px

(

Z
(n)
t ≤ ke/h(n), t ≥ ζ

)

.

We conclude from the inequalities,

lim sup
n→∞

Px

(

Z
(n)
t ≤ ke/h(n), t ≥ ζ

)

≤ lim
n→∞

Px

(

Z
(n)
t ≤ ke/h(n), t ≥ ζ

)

= lim
n→∞

Px

(

Z
(n)
t ≤ e/h(n), t ≥ ζ

)

and the equality (4.10).

Lemma 4.5. Fix x, t > 0, then limn→∞ u
(n)
t (h(n)) exists if and only if limn→∞ Px(σ

(n)
k/h(n) >

t) exists for all k > 0 and does not depend on k. In this case, limn→∞ Px(σ
(n)
k/h(n) > t) =

e−xlt(h), where limn→∞ u
(n)
t (h(n)) := lt(h).

Proof. Let e be as in Lemma 4.4 and note that z 7→ Px(σ
(n)
z/h(n) > t) is increasing. Then

on the one hand, for all δ > 0,

Px(σ
(n)
δ/h(n) > t)e−δ ≤

∫ ∞

δ
Px(σ

(n)
z/h(n) > t)e−z dz

≤
∫ ∞

0
Px(σ

(n)
z/h(n) > t)e−z dz = Px(σ

(n)
e/h(n) > t) , (4.11)

and on the other hand, for all d > 0,

Px(σ
(n)
e/h(n) > t) ≤ Px

(

σ
(n)
e/h(n) > t, e/h(n) < d/h(n)

)

+ Px (e/h(n) > d/h(n))

=

∫ d

0
Px(σ

(n)
z/h(n) > t)e−z dz +

∫ ∞

d
e−z dz

≤ (1 − e−d)Px(σ
(n)
d/h(n) > t) + e−d . (4.12)

Then assume that limn→∞ u
(n)
t (h(n)) exists and set limn→∞ u

(n)
t (h(n)) := lt(h). Recall

that e is as in Lemma 4.4 and note that Px(σ
(n)
e/h(n) > t) = Px(Z

(n)
t < e/h(n)). Then by

part 3. of Lemma 4.4, for all k > 0,

lim
n→∞

Px(σ
(n)
e/h(n) > t) = lim

n→∞
Px(σ

(n)
ke/h(n) > t) = e−xlt(h) . (4.13)

Thanks to (4.13), replacing h by kh/δ (resp. by kh/d) in (4.11) (resp. in (4.12)), we obtain
that for all δ, d, k > 0,

e−δ lim sup
n→0

Px(σ
(n)
k/h(n) > t) ≤ e−xlt(h) ≤ (1 − e−d) lim inf

n→0
Px(σ

(n)
k/h(n) > t) + e−d .

Taking δ to 0 and d to ∞ shows that limn→∞ Px(σ
(n)
k/h(n) > t) = e−xlt(h).

Conversely if limn→∞ Px(σ
(n)
k/h(n) > t) exists for all k > 0 and does not depend on k,

then replacing h by h/k in (4.11) and (4.12), we obtain,

lim
n→∞

Px(σ
(n)
1/h(n) > t)e−δ ≤ lim inf

n→∞
Px(σ

(n)
ke/h(n) > t) ≤ lim sup

n→∞
Px(σ

(n)
ke/h(n) > t)

≤ (1 − e−d) lim
n→∞

Px(σ
(n)
1/h(n) > t) + e−d .
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Taking δ to 0 and d to ∞ shows that limn→∞ Px(σ
(n)
ke/h(n) > t) exists for all k > 0 and does

not depend on k. We conclude from part 2. of Lemma 4.4.

Proof of Theorem 3.1. Equivalence between 1. and 3. is given by Lemma 4.5. Equiv-
alence between 2. and 3. is given by 3. in Lemma 4.2. Then still from 3. in Lemma

4.2 and Lemma 4.5, for all x, t ≥ 0, limn→∞ Px(σ
(n)
1/h(n) > t) = limn→∞ e−xu

(n)
t (h(n)) =

e
−u(t−c(h))+(0)

= Px(ζ + c(h) > t), which achieves the proof of the theorem. �

Proof of Proposition 3.1. This proof follows from 2. and 3. in Lemma 4.4 and the fact that

Px(Z
(n)
t ≤ e/h(n)) = e−xu

(n)
t (h(n)). �

Proof of Proposition 3.2. Assume that σ
(n)
1/h(n)

(d)−−−→
n→∞

ζ, that is, for all t > 0, limn→∞ Px(Z
(n)
t ≤

1/h(n)) = e−xut(0). Note that we can replace the exponential time e by 1 in (4.7) so that
for all decreasing sequence (f(n)) such that limn→∞ f(n) = 0,

lim
n→∞

Px(Z
(n)
t ≤ 1/f(n), t < ζ) = Px(Zt < ∞, t < ζ) = Px(t < ζ) = e−xut(0). (4.14)

From the assumption and (4.14) applied to f = h, limn→∞ Px(Z
(n)
t ≤ 1/h(n), t ≥ ζ) = 0.

Moreover, since h(n) ≤ h̃(n), for all n large enough,

Px(Z
(n)
t ≤ 1/h̃(n), t ≥ ζ) ≤ Px(Z

(n)
t ≤ 1/h(n), t ≥ ζ)

so that the left hand side of this inequality tends to 0 when n goes to infinity. Applying

this together with (4.14) for f = h̃ gives σ
(n)

1/h̃(n)

(d)−−−→
n→∞

ζ. �

Proof of Proposition 3.3. Let ( ˜h(n)) be such a sequence. Then there are k1, k2 > 0 such
that for all n sufficiently large, k1h(n) ≤ h̃(n) ≤ k2h(n), so that from 4. in Lemma 4.1,

for all t ≥ 0, u
(n)
t (k1h(n)) ≤ u

(n)
t (h̃(n)) ≤ u

(n)
t (k2h(n)). Then assertion 1. follows from

Theorem 3.1. To prove the second assertion it suffices to note that limn→∞
∫ h̃(n)
h(n)

du
φ(n)(u)

=

c(h) − c(h̃) ≥ 0. Then to prove part 3. let us write, for θ ∈ (0, ρ),

∫ θ

h(n)

du

φ(n)(u)
−
∫ h̃(n)

h(n)

du

φ(n)(u)
=

∫ θ

h̃(n)

du

φ(n)(u)
, (4.15)

so that taking the liminf on each side gives,

lim
n→∞

∫ θ

h(n)

du

φ(n)(u)
− lim sup

n→∞

∫ h̃(n)

h(n)

du

φ(n)(u)
= lim inf

n→∞

∫ θ

h̃(n)

du

φ(n)(u)
.

But h ∈ Z0, so that limn→∞
∫ θ
h(n)

du
φ(n)(u)

=
∫ θ

0
du
φ(u) , moreover from Fatou’s lemma,

lim infn→∞
∫ θ
h̃(n)

du
φ(n)(u)

≥ ∫ θ
0

du
φ(u) , which shows that limn→∞

∫ h̃(n)
h(n)

du
φ(n)(u)

= 0 and finally

from (4.15), limn→∞
∫ θ
h̃(n)

du
φ(n)(u)

=
∫ θ

0
du
φ(u) . We conclude from Theorem 3.1. For the last

part, note that since c(h) = ∞, for all t ≥ 0, lt(h) = 0. Then recall from Lemma 4.1 that

λ 7→ u
(n)
t (λ) is increasing so that for all n, u

(n)
t (h̃(n)) ≤ u

(n)
t (h(n)), which implies that for

all t ≥ 0, lt(h̃) = 0 so that h̃ ∈ Z∞. �

Let us note the following inequalities which are direct consequences of the concavity of
φ. Let γ be the unique value such that γ ∈ (0, ρ) and φ′(γ) = 0 if X is not a subordinator
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and γ = ∞ otherwise. Then for all u ∈ (0, γ) and n ≥ 0 such that u + εn ∈ (0, γ),

φ′(u+ εn) ≤ φ(n)(u)

u
≤ φ′(εn), so that

1

uφ′(εn)
≤ 1

φ(n)(u)
≤ 1

uφ′(u+ εn)
. (4.16)

Lemma 4.6.

1. If lim
n→∞

∫ θ

h(n)

du

φ(n)(u)
=

∫ θ

0

du

φ(u)
, for some θ ∈ (0, ρ), then limn→∞

| log h(n)|
φ′(εn)

= 0.

2. If lim
n→∞

| log h(n)|
φ′(εn)

= ∞, then lim
n→∞

∫ θ

h(n)

du

φ(n)(u)
= ∞ for all θ ∈ (0, ρ).

Proof. From the assumption and dominated convergence on [a, θ), we obtain that for all
a ∈ (0, θ),

lim
n→∞

∫ a

h(n)

du

φ(n)(u)
=

∫ a

0

du

φ(u)
.

On the other hand recall that limn→∞ φ′(εn) = ∞. Then for all a ∈ (0, γ) and h(n) ≤ a,
(4.16) yields,

∫ a

h(n)

du

φ(n)(u)
≥ log(a)

φ′(εn)
− log(h(n))

φ′(εn)
=⇒ lim sup

n→∞

| log(h(n))|
φ′(εn)

≤
∫ a

0

du

φ(u)
.

The first assertion is obtained by taking the limit when a tends to 0 in the last inequality.
Then second assertion is a direct consequence of (4.16).

Proof of Proposition 3.4. It follows directly from Lemma 4.6 and the definitions of Z and
Z0. �

Proof of Theorem 3.2. This proof requires the following additional lemma.

Lemma 4.7. If lim infn→∞ φ(h(n) + εn)/φ(εn) > 1, then for all θ ∈ (0, ρ),

lim
n→∞

∫ θ

h(n)

du

φ(n)(u)
=

∫ θ

0

du

φ(u)
,

that is h ∈ Z0.

Proof. We can assume with no loss of generality that θ ∈ (0, γ). Then we derive from the

monotone convergence theorem that lim
n→∞

∫ θ

h(n)

du

φ(u+ εn)
=

∫ θ

0

du

φ(u)
. On the other hand,

for all n ≥ 0 such that u+ εn ∈ (0, θ),

0 ≤ 1

φ(n)(u)
− 1

φ(u+ εn)
=

φ(εn)

φ(n)(u)φ(u+ εn)
≤ φ(εn)

φ(n)(u)φ(u)
.

Moreover, for u ≥ h(n),

φ(εn)

φ(n)(u)
≤ φ(εn)

φ(h(n) + εn) − φ(εn)
=

1

φ(h(n) + εn)/φ(εn) − 1
(4.17)

and from our assumption, there exists C > 0 such that for all n large enough

1[h(n),θ](u)

(

1

φ(n)(u)
− 1

φ(u+ εn)

)

≤ C

φ(u)
.

Then the result follows from dominated convergence.
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We are now ready to achieve the proof of Theorem 3.2. Assume now that φ = −ϕ
is regularly varying at 0, with index α ∈ (0, 1). Then from Theorem 1.7.2b in [2], φ′ is
regularly varying at 0, with index α− 1.

We assume first that for all k > 0, σ
(n)
k/h(n)

(d)−−−→
n→∞

ζ + c(h), that is h ∈ Z. If c(h) = 0

then by Proposition 3.4, limn→∞
| log h(n)|
φ′(εn)

= 0. Now assume that c(h) > 0, let d > 0 and

write,
∫ θ

h(n)

du

φ(n)(u)
=

∫ dεn

h(n)

du

φ(n)(u)
+

∫ θ

dεn

du

φ(n)(u)
. (4.18)

Since limn φ((1 + d)εn)/φ(εn) = (1 + d)α > 1, Lemma 4.7 implies that the second term

of the right hand side of (4.18) tends to

∫ θ

0

du

φ(u)
as n → ∞, that is, n 7→ dεn ∈ Z0. It

follows from Theorem 3.1 that

lim
n→∞

∫ dεn

h(n)

du

φ(n)(u)
= lim

n→∞

(

∫ θ

h(n)

du

φ(n)(u)
−
∫ θ

dεn

du

φ(n)(u)

)

= c(h) .

Since c(h) > 0, for all n large enough, h(n) < dεn, and then the inequalities (4.16) yield,

log dεn − log h(n)

φ′(εn)
≤
∫ dεn

h(n)

du

φ(n)(u)
≤ log dεn − log h(n)

φ′(dεn + εn)
. (4.19)

Moreover, since φ′ is regularly varying,

lim sup
n→∞

− log h(n)

φ′(εn)
≤ c(h) ≤ (d+ 1)1−α lim inf

n→∞

− log h(n)

φ′(εn)
.

We conclude that 2. implies 1. by taking the limit in this inequality as d tends to 0.

Now suppose that c(h) = lim
n→∞

| log h(n)|
φ′(εn)

exists. Assume first that c(h) > 0 and recall

that since φ′ is regularly varying with index α − 1, lim
n→∞

| log εn|
φ′(εn)

= 0. This implies that

for all d > 0 and for all n large enough, h(n) < dεn. Using (4.18) and (4.19) and taking

the limit when d goes to 0 yields lim
n→∞

∫ θ

h(n)

du

φ(n)(u)
=

∫ θ

0

du

φ(u)
+ c(h). Then Theorem 3.1

allows us to derive that for all k > 0, σ
(n)
k/h(n)

(d)−−−→
n→∞

ζ + c(h). If c(h) = 0, then define the

two subsequences (ni) and (mi) such that for all i ≥ 0, h(ni) < εni and h(mi) ≥ εmi . For
the subsequence (ni), inequalities (4.18) and (4.19) with d = 1 allow us to obtain that

lim
n

∫ θ

h(n)

du

φ(n)(u)
=

∫ θ

0

du

φ(u)
. We conclude from Theorem 3.1 that 2. holds for the sube-

quence (ni). For the subsequence (mi)i∈N, since, as already noticed above, mi 7→ εmi ∈ Z0,
it suffices to apply part 3. of Proposition 3.3. Then we have proved that 1. and 2. are
equivalent in Theorem 3.2.

It is enough to prove that 3 implies 1. Assume without loss of generality that 3. holds
for k = 1. Since for all k > 0 and all n sufficiently large, kh(n) ≤

√

h(n), Proposition

3.2 implies that σ
(n)

k/
√
h(n)

(d)−−−→
n→∞

ζ, for all k > 0. Therefore, from the equivalence between

parts 1. and 2. of Theorem 3.2, lim
n→∞

| log
√

h(n)|
φ′(εn)

= 0 and hence lim
n→∞

| log h(n)|
φ′(εn)

= 0,

which is part 1. of Theorem 3.2. �
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4.3 Proof of the results in Subsection 3.3

4.3.1 Convergence in L1

Proof of Proposition 3.5. Denote by P
↑
x the probability under which X starts from x and

is conditioned to never reach 0. Recall that Px(Zt < ∞) = Px(ζ > t) = e−xut(0) and the
notation τ = inf{t ≥ 0 : Xt ≤ 0}. Note also that for all t ≥ 0, {τ < ∞} ⊂ {Zt < ∞} and
that for all x > 0, Px(τ < ∞) = e−ρx. Then we can write

P
↑
x(ζ > t) = Px(Zt < ∞, τ = ∞)/Px(τ = ∞)

= (Px(Zt < ∞) − Px(Zt < ∞, τ < ∞)) /Px(τ = ∞) =
e−xut(0) − e−ρx

1 − e−ρx
.

Therefore, from (2.2), under P
↑
x, the law of ζ is absolutely continuous on [0,∞) with

respect to the Lebesgue measure and its density is given by fx(t) := xφ(ut(0))e−xut(0)

1−e−ρx . This
allows us to write

E
↑
x(ζ

n
1{ζ<∞}) =

∫ ∞

0
tn
xφ(ut(0))e−xut(0)

1 − e−ρx
dt .

The result follows using the substitution ut(0) = λ and the fact that ut(0) = F−1(t),
where F : y 7→ ∫ y

0 du/φ(u) is a bijection from [0, ρ) to [0,∞), together with the equality
Ex(ζ

n
1{ζ<∞}) = (1 − e−ρx)E↑

x(ζn1{ζ<∞}). Since |φ′(ρ)| ∈ (0,∞), φ(u) ∼ (ρ− u)|φ′(ρ)| as
u ↑ ρ, so that F (y) =y→ρ O(log(ρ− y)), which implies that the moments of ζ are finite.

We show the second equality from same arguments. �

Recall from Subsection 3.1 the definition of (εn), (h(n)), (X(n)) and X. Let us also
emphasize that

h ∈ Z0 ,

throughout the rest of this subsection. Moreover, in this subsection, we assume that X is
not a subordinator, in particular ρ ∈ (0,∞). Indeed, the proof of Theorem 3.3 is actually
simpler in the case where X is a subordinator and we allow ourself to skip it. We also
recall the notation τ = inf{t : Xt ≤ 0} and introduce the following one,

τ (n) = inf{t : X
(n)
t ≤ 0} .

Lemma 4.8. Let ψ : [0,∞) → [ρ,∞) be the inverse of ϕ, that is, ϕ ◦ψ(λ) = λ and define

ψ(n) : [0,∞) → [ρn,∞) the inverse of ϕ(n) in the same way, where ρn is the largest root

of ϕ(n). Let en := e/h(n) where e is an exponentially distributed random variable with

parameter 1 which is independent of (X(n)) and X. Then

Ex

(∫ en

0

du

Xu
1I{τ=∞}

)

=

∫ ρ

0

e−λx − eψ(h(n))x

h(n) + φ(λ)
dλ , (4.20)

Ex

(

∫ en

0

du

X
(n)
u

1I{τ (n)=∞}

)

=

∫ ρn

0

e−λx − e−ψ(n)(h(n))x

h(n) + φ(n)(λ)
dλ . (4.21)

Proof. Let us set Xu = inft≤uXt, then

Ex(e−λXu1I{τ=∞}) = e−λxE(e−λXu1I{Xu≥−x}PXu(τ−x = ∞))

= e−λxE(e−λXu1I{Xu≥−x}PXu(−X∞ ≤ x))

= e−λxE(e−λXu1I{Xu≥−x}(1 − e−ρ(Xu+x))) ,
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since −X∞ is exponentially distributed with parameter ρ. Let ε > 0 and set e := e/ε, so
that e is an exponentially distributed r.v. with parameter ε which is independent of X.
Then according to the previous equality,

Ex(e−λXe1I{τ=∞}) = e−λx
E(e−λXe1I{X

e
≥−x}(1 − e−ρ(Xe+x)))

= e−λx
E(e−λXe1I{X

e
≥−x}) − e−(λ+ρ)x

E(e−(λ+ρ)Xe1I{X
e
≥−x})

= e−λx
E(e−λ(Xe−X

e))E(e−λX
e1I{X

e
≥−x}) −

e−(λ+ρ)x
E(e−(λ+ρ)(Xe−X

e
))E(e−(λ+ρ)X

e1I{X
e
≥−x}) ,

where the third equality above comes from the fact that X
e

and Xe −X
e

are independent,
see Th. 5, chap. VI in [1]. On the other hand recall that −X

e
is exponentially distributed

with parameter ψ(ε) and that the law of Xe −X
e

is given by

E(e−α(Xe−X
e
)) =

ε

ε− ϕ(α)

(

1 − α

ψ(ε)

)

,

see Th. 4, chap. VII in [1]. We derive from above that,

Ex(e−λXe1I{τ=∞}) = e−λx ε

ϕ(λ) − ε
(e(λ−ψ(ε))x − 1) − (4.22)

e−(λ+ρ)x ε

ϕ(λ+ ρ) − ε
(e((λ+ρ)−ψ(ε))x − 1) .

On the other hand, note that

Ex

(∫

e

0

du

Xu
1I{τ=∞}

)

= Ex

(∫ ∞

0
εe−εydy

∫ y

0

du

Xu
1I{τ=∞}

)

= Ex

(

ε

∫ ∞

0

du

Xu

∫ ∞

u
e−εy dy1I{τ=∞}

)

= Ex

(

∫ ∞

0

e−εu

Xu
du1I{τ=∞}

)

= Ex

(

1

εXe

1I{τ=∞}

)

.

Applying this remark and taking ε = h(n) in the relation (4.22) once integrated over
(0,∞) with respect to λ, yields

Ex

(
∫ en

0

du

Xu
1I{τ=∞}

)

=

∫ ∞

0

e−ψ(h(n))x − e−λx

ϕ(λ) − h(n)
− e−ψ(h(n))x − e−(λ+ρ)x

ϕ(λ+ ρ) − h(n)
dλ, (4.23)

where en is defined in the statement. We can check that the function f(λ) :=
e−ψ(h(n))x − e−λx

ϕ(λ) − h(n)
is integrable over (0,M), for all M > 0 so that

∫ ∞

0
f(λ) − f(λ+ ρ) dλ = lim

M→∞

∫ M

0
f(λ)dλ−

∫ M

0
f(λ+ ρ)dλ

= lim
M→∞

(

∫ ρ

0
f(λ)dλ−

∫ M+ρ

M
f(λ)dλ

)

=

∫ ρ

0
f(λ)dλ .

This gives (4.20) and applying the same arguments to X(n) gives (4.21).

Lemma 4.9. Let en be as in Lemma 4.8. Then for all x > 0,

lim
n→∞

Ex

(∫ en

0

du

Xu
1I{τ=∞}

)

= lim
n→∞

Ex

(

∫ en

0

du

X
(n)
u

1I{τ (n)=∞}

)

= Ex

(∫ ∞

0

du

Xu
1I{τ=∞}

)

=

∫ ρ

0

e−λx − e−ρx

φ(λ)
< ∞ . (4.24)
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Proof. Fix x > 0, then the equality limn→∞ Ex

(

∫ en
0

du
Xu

1I{τ=∞}

)

= Ex

(

∫∞
0

du
Xu

1I{τ=∞}

)

simply follows from monotone convergence. For the other equalities, thanks to Lemma 4.8
it suffices to show that,

lim
n→∞

∫ ρ

0

e−λx − e−ψ(h(n))x

h(n) + φ(λ)
dλ = lim

n→∞

∫ ρn

0

e−λx − e−ψ(n)(h(n))x

h(n) + φ(n)(λ)
dλ

=

∫ ρ

0

e−λx − e−ρx

φ(λ)
dλ < ∞ . (4.25)

We shall only prove that limn→∞
∫ ρn

0
e−λx−e−ψ(n)(h(n))x

h(n)+φ(n)(λ)
dλ =

∫ ρ
0
e−λx−e−ρx

φ(λ) dλ < ∞. The

first limit follows the same lines and is actually easier to obtain. Recall that for all n,
ρn ≤ ψ(n)(h(n)), ρn ≤ ρ and that both sequences (ψ(n)(h(n))) and (ρn) converge to ρ.
Then write,

∫ ρn

0

e−λx − e−ψ(n)(h(n))x

h(n) + φ(n)(λ)
dλ =

∫ ρn

0

e−λx − e−ρnx

h(n) + φ(n)(λ)
dλ (4.26)

+(e−ρnx − e−ψ(n)(h(n))x)

∫ ρn

0

dλ

h(n) + φ(n)(λ)
.

Note that φ(n)(ρn) = 0 and hence from the mean value theorem, for all n ≥ 0 and
λ ∈ (0, ρn), there is αn ∈ (λ, ρn) such that φ(n)(λ) = (ρn − λ)|φ(n)′

(αn)|. But recall that
(ρn) is increasing and that limn ρn = ρ. Since limn→∞ φ(n)′

= φ′ and φ′(ρ) ∈ (0,∞),
there are c > 0, α ∈ (0, ρ0) and n0 ≥ 0, such that for all n ≥ n0 and λ ∈ (ρn − α, ρn),
|φ(n)′

(λ)| ≥ c. This implies that for all n ≥ n0 and all λ ∈ (ρn − α, ρn),

ρn − λ

φ(n)(λ)
≤ c−1 , (4.27)

so that,
∫ ρn

ρn−α

dλ

h(n) + φ(n)(λ)
= O(log(h(n))) . (4.28)

Moreover, for all δ ∈ (0, 1) and n sufficiently large,

∫ ρn−α

0

dλ

h(n) + φ(n)(λ)
=

∫ δh(n)

0

dλ

h(n) + φ(n)(λ)
+

∫ ρn−α

δh(n)

dλ

φ(n)(λ)

≤ (cst)δ +

∫ ρn−α

δh(n)

dλ

φ(n)(λ)
,

and
∫ ρn−α
δh(n)

dλ
φ(n)(λ)

tends to
∫ ρ−α

0
dλ
φ(λ) , since h ∈ Z0. On the other hand, from Fatou’s

lemma,
∫ ρ−α

0

dλ

φ(λ)
≤ lim inf

n→∞

∫ ρn−α

0

dλ

h(n) + φ(n)(λ)
.

Since δ is chosen arbitrarily, we derive that

lim
n→∞

∫ ρn−α

0

dλ

h(n) + φ(n)(λ)
=

∫ ρ−α

0

dλ

φ(λ)
< ∞. (4.29)

Then (4.29) together with (4.28) show that
∫ ρn

0
dλ

h(n)+φ(n)(λ)
= O(log(h(n))). Moreover,

since ψ(n)(0) = ρn and ψ(n)′

(h(n)) → ψ
′

(0) ∈ (0,∞), ψ(n)(h(n)) ∼ ρ + h(n)ψ
′

(0), as
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n ↑ ∞ and therefore, e−ρnx − e−ψ(n)(h(n))x ∼ ψ
′

(0)h(n) as n → ∞. Then we can con-
clude that the second term of the right hand side of (4.26) satisfies, limn→∞(e−ρnx −
e−ψ(n)(h(n))x)

∫ ρn
0

dλ
h(n)+φ(n)(λ)

= 0.

Let us now write the first term of the right hand side of (4.26) as

∫ ρn

0

e−λx − e−ρnx

h(n) + φ(n)(λ)
dλ =

∫ ρn−α

0

e−λx − e−ρnx

h(n) + φ(n)(λ)
dλ+

∫ ρn

ρn−α

e−λx − e−ρnx

h(n) + φ(n)(λ)
dλ,

where α is as above and n is sufficiently large so that ρn − α > 0. Then we prove that

lim
n→∞

∫ ρn−α

0

e−λx − e−ρnx

h(n) + φ(n)(λ)
dλ =

∫ ρ−α

0

e−λx − e−ρx

φ(λ)
dλ

in the same way as for (4.29). For the second term, by using (4.27), we obtain that
e−λx−e−ρnx

h(n)+φ(n)(λ)
1I[ρn−α,ρn](λ) is bounded by a constant and we derive from dominated conver-

gence that

lim
n→∞

∫ ρn

ρn−α

e−λx − e−ρnx

h(n) + φ(n)(λ)
dλ =

∫ ρ

ρ−α

e−λx − e−ρx

φ(λ)
dλ.

Then we have proved that limn→∞
∫ ρn

0
e−λx−e−ψ(n)(h(n))x

h(n)+φ(n)(λ)
dλ =

∫ ρ
0
e−λx−e−ρx

φ(λ) dλ. The fact

that
∫ ρ

0
e−λx−e−ρx

φ(λ) dλ < ∞ is a straightforward consequence of the behaviour of φ around

ρ, that is, 1/φ(λ) = O(1/(ρ − λ)), as λ ↑ ρ.

Corollary 4.1. Let en be as in Lemma 4.8 and recall that h ∈ Z0. Then for all x > 0,

∫ en

0

du

X
(n)
u

1I{τ (n)=∞}

L1(Px)−−−−→
n→∞

ζ1I{ζ<∞} .

Proof. Let us first observe that from the representation (2.6),

ζ1I{ζ<∞} =

∫ ∞

0

du

Xu
1I{τ=∞} , (4.30)

and write,

∣

∣

∣

∣

∣

∫ en

0

du

X
(n)
u

1I{τ (n)=∞} − ζ1I{ζ<∞}

∣

∣

∣

∣

∣

≤
∣

∣

∣

∣

∣

∫ en

0

du

X
(n)
u

1I{τ (n)=∞} −
∫ en

0

du

Xu
1I{τ=∞}

∣

∣

∣

∣

∣

+

∫ ∞

en

du

Xu
1I{τ=∞}

≤
(

∫ en

0

du

X
(n)
u

1I{τ (n)=∞} −
∫ en

0

du

Xu
1I{τ (n)=∞}

)

+

(∫ en

0

du

Xu
1I{τ=∞} −

∫ en

0

du

Xu
1I{τ (n)=∞}

)

+

∫ ∞

en

du

Xu
1I{τ=∞}.

From dominated convergence and Lemma 4.9, the last term of the right hand side of
this inequality tends to 0 in expectation. (Note that since X(n) ≤ X both terms be-
tween parentheses are non negative.) Then the expectation of each of the four terms

between the parenthesis tends to Ex

(

∫∞
0

du
Xu

1I{τ=∞}

)

, as n → ∞. For the first and the

third term, this is a direct consequence of Lemma 4.9. It only remains to check that

limn→∞ Ex

(

∫ en
0

du
Xu

1I{τ (n)=∞}

)

= Ex

(

∫∞
0

du
Xu

1I{τ=∞}

)

. But again it follows from Lemma

4.9 and dominated convergence.
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Let us recall some facts on scale functions that will be useful for the proof of the next
lemma. We refer to [11] for more details. The scale function W (n) of X(n) is a continuous
increasing function whose Laplace transform is given by

∫ ∞

0
e−λxW (n)(x) dx =

1

|φ(n)|(λ)
, λ ≥ ρn . (4.31)

Recall also that this function admits the following representation,

W (n)(x) = eρnx
∫ x

0
e−ρnu Un(du) , x ≥ 0 , (4.32)

where Un is the potential measure of the upward ladder height process H(n) of X(n), see
(40) in [11]. Note also that we from a general result for subordinators, see Proposition
III.1 in [1] and inequality (5) in its proof , there is a universal constant C such that,

Un([0, x]) ≤ C
|1/x− ρn|
|φ(n)|(1/x)

, x > 0 . (4.33)

In particular, C depends neither on x nor on n.

Lemma 4.10. There is a constant C ∈ (0,∞) such that for all x ≥ 0 and n ≥ 1,

Ex





∫ ∞

0

du

X
(n)
u

1I{
τ (n)=∞,X

(n)
u <1/h(n)

}



 ≤ C .

If (xn) is any sequence such that xn ≥ 1/h(n) for all n, then

lim
n→∞

Exn





∫ ∞

0

du

X
(n)
u

1I{
τ (n)=∞,X

(n)
u <1/h(n)

}



 = 0 .

Proof. Dividing the expression (4.22) for X(n) by ε and letting ε going to 0, gives, for all
λ ≥ ρn,

Ex

(∫ ∞

0
e−λX

(n)
u 1I{τ (n)=∞} du

)

=
e−ρnx − e−λx

ϕ(n)(λ)
− e−ρnx − e−(λ+ρn)x

ϕ(n)(λ+ ρn)

=

∫ ∞

0
e−λy(1 − e−ρny)

(

e−ρnxW (n)(y) −W (n)(y − x)1I{y≥x}

)

dy, (4.34)

where the second equality follows from (4.31) (for X(n)). The set of functions y 7→ e−λy,
λ ≥ ρn, for any fixed n ≥ 0, is total in the vector space of continuous functions on
(0,∞). Therefore, through classical arguments, we can extend the last identity to any
non negative, measurable function defined on (0,∞). In particular, replacing y 7→ e−λy

by y 7→ 1

y
1I{y<1/h(n)} gives,

Ex





∫ ∞

0

du

X
(n)
u

1I{
τ (n)=∞,X

(n)
u <1/h(n)

}





=

∫ 1/h(n)

0

1 − e−ρny

y

(

e−ρnxW (n)(y) −W (n)(y − x)1I{y≥x}

)

dy (4.35)

=

∫ x

0

1 − e−ρny

y
e−ρnxW (n)(y) dy +

∫ 1/h(n)

x

1 − e−ρny

y

(

e−ρnxW (n)(y) −W (n)(y − x)
)

dy ,
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where we assume first that x ≤ 1/h(n). Note that the sequence (φ(n)′

(ρn)) = (φ′(ρn+εn))
tends to φ′(ρ) < 0. Hence it is bounded away from 0 so that from (53) in the proof of
Lemma 3.3 in [11], there is a constant C that depends neither on x nor on n, such that
W (n)(x) ≤ Ceρnx, for all x ≥ 0. Since (ρn) is increasing and tends to ρ, we obtain the
bound,

∫ x

0

1 − e−ρny

y
e−ρnxW (n)(y) dy ≤ C

∫ x

0

1 − e−ρy

y
e−ρ0(x−y) dy , (4.36)

and we readily show that the right hand side of this inequality tends to 0 as x tends to ∞.
Now let us consider the second term of the last member of (4.35) and apply (4.32) in

order to obtain,

∫ 1/h(n)

x

1 − e−ρny

y

(

e−ρnxW (n)(y) −W (n)(y − x)
)

dy

=

∫ 1/h(n)

x

1 − e−ρny

y
e−ρnx

(
∫ y

y−x
e−ρn(u−y)Un(du)

)

dy . (4.37)

Assume first that x is less than some constant c > 0, that is x ≤ c, and write

∫ 1/h(n)

x

1 − e−ρny

y
e−ρnx

(∫ y

y−x
e−ρn(u−y)Un(du)

)

dy ≤
∫ 1/h(n)

x

1 − e−ρny

y

∫ y

y−x
Un(du) dy

≤
∫ 1/h(n)

0

∫ u+x

u

1 − e−ρy

y
dy Un(du)

=

∫ 1

0

∫ u+x

u

1 − e−ρy

y
dy Un(du) +

∫ 1/h(n)

1

∫ u+x

u

1 − e−ρy

y
dy Un(du) . (4.38)

The function (x, u) 7→ ∫ u+x
u

1−e−ρy

y dy is continuous on [0, c] × [0, 1] and from the con-

vergence of X(n) toward X we derive that the measure Un(du) converges weakly toward
U(du). Hence the first term of (4.38) is bounded uniformly in x ∈ [0, c] and n ≥ 0. On
the other hand, an integration by part gives for the second term,

∫ 1/h(n)

1

∫ u+x

u

1 − e−ρy

y
dy Un(du) ≤

∫ 1/h(n)

1

c

u
Un(du)

=

∫ 1/h(n)

1

c

u2
Un([0, u]) du + c

Un([0, 1/h(n)])

1/h(n)
− cUn([0, 1]) ,

and (4.33) yields after a change of variable,

∫ 1/h(n)

1

c

u
Un(du) ≤ C

(

∫ 1

h(n)

v − ρn
ϕ(n)(v)

dv + (h(n) − ρn)
h(n)

ϕ(n)(h(n))

)

. (4.39)

Our assumption on h (i.e. h ∈ Z0) and the fact that limn→∞
h(n)

ϕ(n)(h(n))
= 0 shows that the

term above is also uniformly bounded in x ∈ [0, c] and n ≥ 0.
Assume now that x ≥ c and note that the right hand side of (4.37) is less than

∫ 1/h(n)

x

e−ρnx

y

(∫ y

y−x
e−ρn(u−y)Un(du)

)

dy = e−ρnx
∫ 1/h(n)

0

∫ (u+x)∧1/h(n)

u∨x

eρn(y−u)

y
dy Un(du) .
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Then on the one hand,

e−ρnx
∫ c/2

0

∫ (u+x)∧1/h(n)

u∨x

eρn(y−u)

y
dy Un(du) = e−ρnx

∫ c/2

0

∫ (u+x)∧1/h(n)−u

u∨x−u

eρnv

u+ v
dv Un(du)

≤ e−ρnx
∫ c/2

0

∫ x

x−u

eρnv

u+ v
dv Un(du)

≤
∫ c/2

0

∫ x

x−c/2

1

u+ v
dv Un(du)

≤ c

2

∫ c/2

0

1

u+ x− c/2
Un(du) ≤ Un([0, c/2]) .

Since Un([0, c/2]) converges toward U([0, c/2]) this last term is uniformly bounded in x ≥ c
and n ≥ 0. On the other hand,

e−ρnx
∫ 1/h(n)

c/2

∫ (u+x)∧1/h(n)

u∨x

eρn(y−u)

y
dy Un(du) = e−ρnx

∫ 1/h(n)

c/2

∫ (u+x)∧1/h(n)−u

u∨x−u

eρnv

u+ v
dv Un(du)

≤ e−ρnx
∫ 1/h(n)

c/2

∫ x

0

eρnv

u+ v
dv Un(du) ≤ e−ρnx

∫ 1/h(n)

c/2

eρnx − 1

ρnu
Un(du) ≤

∫ 1/h(n)

c/2

1

ρnu
Un(du) .

But this last term can be bounded uniformly in x ≥ c and n ≥ 0 exactly as in (4.39).
Then we proved that the term in (4.35) is bounded by some constant for all n and x such
that x ≤ 1/h(n).

Now for n and x such that x ≥ 1/h(n), the term in (4.35) becomes
∫ x

0

1 − e−ρny

y
e−ρnxW (n)(y) dy .

But then the bound obtained in (4.36) is still valid and gives the result in this case. The
second assertion of the lemma also follows from this argument.

We define the first passage time above the level x ≥ 0 of X(n) by

τ (n)
x = inf{t : X

(n)
t ≥ x} .

Lemma 4.11. Let en be as in Lemma 4.8. Then, for all x > 0,

lim
n→∞

∫ en

τ
(n)

1/h(n)

du

X
(n)
u

1I{τ (n)=∞}

L1(Px)−−−−→
n→∞

0.

Proof. Let us first show that

lim
n→∞

∫ en

τ
(n)

1/h(n)

du

X
(n)
u

1I{
τ (n)=∞, τ

(n)

1/h(n)
<en

}

L1(Px)−−−−→
n→∞

0. (4.40)

Note that
∫ en

τ
(n)

1/h(n)

du

X
(n)
u

1I{
τ (n)=∞, τ

(n)

1/h(n)
<en

} ≤
∫ τ

(n)

1/h(n)
+en

τ
(n)

1/h(n)

du

X
(n)
u

1I{τ (n)=∞} .

Therefore, from the strong Markov property, the inequality 1/h(n) ≤ X(n)(τ
(n)
1/h(n)), Px-a.s.

and Lemma 4.8,

Ex





∫ en

τ
(n)

1/h(n)

du

X
(n)
u

1I{
τ (n)=∞, τ

(n)

1/h(n)
<en

}



 ≤ E1/h(n)

(

∫ en

0

du

X
(n)
u

1I{τ (n)=∞}

)

=

∫ ρn

0

e−λn − e−ψ(n)(h(n))n

h(n) + φ(n)(λ)
dλ
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and this last term tends to 0 from Lemma 4.8 and dominated convergence. Hence (4.40)
is proved.

It remains to show that

lim
n→∞

∫ τ
(n)

1/h(n)

en

du

X
(n)
u

1I{
τ (n)=∞, τ

(n)

1/h(n)
>en

}

L1(Px)−−−−→
n→∞

0. (4.41)

Let us note that

Ex





∫ τ
(n)

1/h(n)

en

du

X
(n)
u

1I{
τ (n)=∞, τ

(n)

1/h(n)
>en

}



 ≤ Ex





∫ ∞

en

du

X
(n)
u

1I{
τ (n)=∞,X

(n)
u <1/h(n)

}



 ,

and

Ex





∫ ∞

en

du

X
(n)
u

1I{
τ (n)=∞,X

(n)
u <1/h(n)

}



 = Ex

(

1I
{X

(n)
en ≥0}

(

∫ ∞

0

du

X
(n)
u

1I
{τ (n)=∞,X

(n)
u <1/h(n)}

)

◦ θen
)

= Ex

(

1I
{X

(n)
en ≥0}

E
X

(n)
en

(

∫ ∞

0

du

X
(n)
u

1I
{τ (n)=∞,X

(n)
u <1/h(n)}

))

.

From the law of large numbers for Lévy processes, for all m ≥ 0, limn→∞ h(n)X
(m)
en =

E(X
(m)
1 ) = φ(m)′

(0) ≤ limn→∞ h(n)X
(n)
en , a.s. Since limm→∞ φ(m)′

(0) = ∞, we obtain

that limn→∞ h(n)X
(n)
en = ∞, a.s. Then (4.41) follows from Lemma 4.10 and dominated

convergence.

We recall the definition of the first passage time above the level x ≥ 0 of Z(n):

σ(n)
x = inf{t : Z

(n)
t ≥ x} .

Proof of Theorem 3.3. Thanks to Corollary 4.1 and Lemma 4.10, and using the decompo-
sition,

σ
(n)
1/h(n)1{τ (n)=∞} =

∫ en

0

du

X
(n)
u

1{τ (n)=∞} −
∫ en

τ
(n)

1/h(n)

du

X
(n)
u

1{τ (n)=∞} ,

we obtain σ
(n)
1/h(n)1{τ (n)=∞}

L1−→ ζ1{ζ<∞}. Now observe that σ
(n)
1/h(n)1{τ (n)=∞} ≤ σ

(n)
1/h(n)1{σ

(n)

1/h(n)
<∞}

,

Px-a.s. Then we shall conclude by proving that,

lim
n→∞

Ex

(

σ
(n)
1/h(n)1{σ

(n)

1/h(n)
<∞}

)

= lim
n→∞

Ex

(

σ
(n)
1/h(n)1{τ (n)=∞}

)

. (4.42)

On the one hand, an application of the Markov property allows us to define the process

X(n) conditioned to stay positive as follows: for all t ≥ 0 and Λ ∈ F (n)
t ,

Ex(1IΛ | τ (n) = ∞) = Ex





1 − e−ρnX
(n)
t

1 − e−ρnx
1IΛ1I{t<τ (n)}



 ,

where (F (n)
t ) is the natural filtration generated by the process X(n). Extending this

formula from time t to the stopping time τ
(n)
1/h(n) and replacing 1IΛ by the F(τ

(n)
1/h(n))-

measurable functional
∫ τ

(n)

1/h(n)

0 du/X
(n)
u = σ

(n)
1/h(n) in the above formula allows us to write,

Ex

(

σ
(n)
1/h(n)

∣

∣

∣ τ (n) = ∞
)

= Ex





1 − e
−ρnX(n)(τ

(n)

1/h(n)
)

1 − e−ρnx
σ

(n)
1/h(n)1I{τ

(n)

1/h(n)
<τ (n)}



 .
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Then from this relation together with the equality {σ(n)
1/h(n) < ∞} = {τ (n)

1/h(n) < τ (n)} and

the inequality X
(n)

τ
(n)

1/h(n)

≥ 1/h(n), we obtain,

Ex

(

σ
(n)
1/h(n)1I{σ

(n)

1/h(n)
<∞}

)

= Ex

(

σ
(n)
1/h(n)1I{τ

(n)

1/h(n)
<τ (n)}

)

≤ Ex





1 − e−ρnx

1 − e−ρn/h(n)

1 − e
−ρnX(n)(τ

(n)

1/h(n)
)

1 − e−ρnx
σ

(n)
1/h(n)1I{τ

(n)

1/h(n)
<τ (n)}





=
1

1 − e−ρn/h(n)
Ex

(

σ
(n)
1/h(n) 1{τ (n)=∞}

)

. (4.43)

On the other hand, the relation

{σ(n)
1/h(n) < ∞} = {τ (n)

1/h(n) < τ (n)} = {τ (n) = ∞} ∪ {τ (n)
1/h(n) < τ (n), τ (n) < ∞} ,

yields,

Ex

(

σ
(n)
1/h(n)1{τ (n)=∞}

)

≤ Ex

(

σ
(n)
1/h(n)1I{σ

(n)

1/h(n)
<∞}

)

.

This inequality together with (4.43) allow us to obtain (4.42) and concludes the proof. �

4.3.2 Almost sure convergence

Lemma 4.12. For all x > 0, there exists a constant C such that for all n ≥ 0,

Ex

(

τ
(n)
1/h(n)1{τ (n)=∞}

)

≤ C

φ(n)(h(n))
.

Proof. If X is a subordinator, then Ex(τ
(n)
1/h(n)1{τ (n)=∞}) = Ex(τ

(n)
1/h(n)), and the result

follows from Proposition III.1 in [1]. If X is not a subordinator, then write

Ex

(

τ
(n)
1/h(n)1{τ (n)=∞}

)

≤ Ex

(∫ ∞

0
1

{X
(n)
t ≤1/h(n)}

1{τ (n)=∞}dt

)

.

As already justified in the beginning of the proof of Lemma 4.10, formula (4.34) may be
extended to the function y 7→ 1{y≤1/h(n)}, so that

Ex

(∫ ∞

0
1

{X
(n)
t ≤1/h(n)}

1{τ (n)=∞}

)

=

∫ 1/h(n)

0
(1−e−ρny)

(

e−ρnxW (n)(y) −W (n)(y − x)1I{y≥x}

)

dy.

With calculations similar to (4.36) and (4.37) , we find that this last term is less or equal
than

cx +

∫ 1/h(n)

0

∫ u+x

u
(1 − e−ρy) dy Un(du) ≤ cx + xUn([0, 1/h(n)])

≤ cx + c1x
h(n) − ρn
ϕ(n)(h(n))

≤ C

φ(n)(h(n))
,

where cx and c1 are constants which do not depend on n and where we used (4.33) for the
last inequality.

Lemma 4.13. Let en be as in Lemma 4.8.
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1. If
∑

n≥0

φ(εn)

φ(εn + h(n))
< ∞, then

(

(X
τ

(n)

1/h(n)

−X
(n)

τ
(n)

1/h(n)

)1{τn=∞}

)

n≥0

converges toward

0, Px-almost surely, for all x > 0.

2. If
∑

n≥0

φ(εn)

h(n)
< ∞, then

(

(Xen −X
(n)
en )1{τn=∞}

)

n≥0
converges toward 0, Px-almost

surely, for all x > 0.

Proof. Let e be an exponentially distributed random variable with parameter 1 which is
independent of the processes X and X(n), n ≥ 0. To simplify our calculations, let us

denote by (Y
(n)
t , t ≥ 0) the process (Xt − X

(n)
t , t ≥ 0) and recall that from Theorem 2.3,

this process is a subordinator with Laplace exponent ϕ− ϕ(n) and that it is independent
of X(n). Then for all a > 0 and n ≥ 0,

Px

(

Y
(n)

τ
(n)

1/h(n)

1{τ (n)=∞} > ae

)

=

∫ ∞

0
e−t

Px

(

Y
(n)

τ
(n)

1/h(n)

1{τ (n)=∞} > at

)

dt (4.44)

≥
∫ 1

0
e−t

Px

(

Y
(n)

τ
(n)

1/h(n)

1{τ (n)=∞} > a

)

dt ≥ (1 − e−1)Px

(

Y
(n)

τ
(n)

1/h(n)

1{τ (n)=∞} > a

)

.

On the other hand conditioning by e and then by (τ
(n)
1/h(n), τ

(n)) yields,

Px

(

Y
(n)

τ
(n)

1/h(n)

1{τ (n)=∞} > ae

)

= 1 − Ex

(

exp

(

−1

a
Y

(n)

τ
(n)

1/h(n)

1{τ (n)=∞}

))

= 1 − Ex

(

exp

(

−1

a
Y

(n)

τ
(n)

1/h(n)

)

1{τ (n)=∞} + 1{τ (n)<∞}

)

= Ex

((

1 − e
−(ϕ(1/a)−ϕ(n)(1/a))τ

(n)

1/h(n)

)

1{τ (n)=∞}

)

and this last quantity is less or equal than (ϕ(1/a)−ϕ(n)(1/a))Ex(τ
(n)
1/h(n)1{τ (n)=∞}). Now

note that
∑

n≥0

φ(εn)

φ(n)(h(n))
< ∞ if and only if

∑

n≥0

φ(εn)

φ(εn + h(n))
< ∞. Then using the series

expansion ϕ(1/a) − ϕ(n)(1/a) = ϕ(εn) + εnϕ
′(1/a) + o(εn), the fact that εn = o(ϕ(εn)),

Lemma 4.12 and the hypothesis give
∑

n≥1

Px

(

Y
(n)

τ
(n)

1/h(n)

1{τ (n)=∞} > ae

)

< ∞. The result

follows from (4.44) and Borel Cantelli’s lemma.

The proof of the almost sure convergence of the sequence
(

(Xen −X
(n)
en )1{τn=∞}

)

n≥0
toward 0 is very similar, so it is omitted.

Proof of Theorem 3.4. Let n ≥ 0, recall the expression (4.30) and write σ
(n)
1/h(n)1{τ (n)=∞} −

ζ1{ζ<∞} as

∫ τ
(n)

1/h(n)

0

du

X
(n)
u

1{τ (n)=∞} −
∫ τ

(n)

1/h(n)

0

du

Xu
1{τ (n)=∞} +

∫ τ
(n)

1/h(n)

0

du

Xu
(1{τ (n)=∞} − 1{τ=∞})

−
∫ ∞

τ
(n)

1/h(n)

du

Xu
1{τ=∞} .
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The last two terms tend Px-a.s to 0 as n goes to ∞, from dominated convergence. For the

two first terms, recall that the process (Xt −X
(n)
t , t ≥ 0) is a subordinator, so that

∫ τ
(n)

1/h(n)

0

(

1

X
(n)
u

− 1

Xu

)

1{τ (n)=∞}du ≤
X
τ

(n)

1/h(n)

−X
(n)

τ
(n)

1/h(n)

inf
u∈[0,τ

(n)

1/h(n)
]
X

(n)
u

∫ τ
(n)

1/h(n)

0

du

Xu
1{τ (n)=∞}du.

Then the right hand side of this inequality tends Px-a.s. to 0 since on the one hand, Px-a.s.,

lim
n→∞

∫ τ
(n)

1/h(n)

0

du

Xu
1{τ (n)=∞}du =

∫ ∞

0

du

Xu
1{τ=∞}du < ∞ ,

lim
n→∞

1{τ (n)=∞}

inf
u∈[0,τ

(n)

1/h(n)
]
X

(n)
u

=
1{τ=∞}

infu∈[0,∞)Xu
< ∞ ,

where we used dominated convergence in the first equality, and on the other hand, from

Lemma 4.13, limn→∞

(

X
τ

(n)

1/h(n)

−X
(n)

τ
(n)

1/h(n)

)

1{τ (n)=∞} = 0. Then we have proved that

limn σ
(n)
1/h(n)1{τ (n)=∞} = ζ1{ζ<∞}, Px-a.s.

Now using the equality σ
(n)
1/h(n)1{σ

(n)

1/h(n)
<∞}

= σ
(n)
1/h(n)1{τ (n)=∞}−σ(n)

1/h(n)1{τ
(n)

1/h(n)
<τ (n),τ (n)<∞}

together with the fact that limn 1{τ
(n)

1/h(n)
<τ (n),τ (n)<∞}

= 0, Px-a.s. allows us to obtain the

convergence limn σ
(n)
1/h(n)1{σ

(n)

1/h(n)
<∞}

= ζ1{ζ<∞}, Px-a.s. �

Proof of Proposition 3.6. Let us first write,

ζ̃(n)1I{ζ̃(n)<∞} −
∫ en

0

du

Xu
1I{τ=∞} =

∫ en

0

du

X
(n)
u

1I{en<τ (n)} −
∫ en

0

du

Xu
1I{τ=∞}

=

∫ en

0
du

(

1

X
(n)
u

− 1

Xu

)

1I{en<τ (n)} +

∫ en

0

du

Xu

(

1I{en<τ (n)} − 1I{τ=∞}

)

. (4.45)

Then from (3.5), the expression (4.30) and monotone convergence, it suffices to prove that
the above term tends almost surely to 0 as n tends to ∞. The sequence (τ (n)) is non
decreasing and tends almost surely to τ . Moreover, for P-almost every ω, there is n0 such
that for all n ≥ n0, 1I{τ (n)=∞}(ω) = 1I{τ=∞}(ω) and since (en) tends almost surely to ∞,
for P-almost every ω, there is n1, such that for all n ≥ n1,

1I{en<τ (n)}(ω) = 1I{en<τ (n)}∩{τ=∞}(ω) = 1I{τ=∞}(ω) ,

from which we derive that

lim
n

∫ en

0

du

Xu

(

1I{en<τ (n)} − 1I{τ=∞}

)

= 0 , P-a.s.

On the other hand, note the bound of the first term in (4.45),

∫ en

0
du

(

1

X
(n)
u

− 1

Xu

)

1I{en<τ (n)} ≤ Xen −X
(n)
en

infu∈[0,en]X
(n)
u

∫ en

0

du

Xu
1{τ (n)=∞}du , P-a.s.

Then we conclude from Lemma 4.13 in a similar way to the proof of Theorem 3.4.
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