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Abstract

The forest of mutations associated to a multitype branching forest is obtained by merging
together all vertices in each of its clusters and by preserving connections between them.
(Here, by cluster, we mean a maximal connected component of the forest in which all
vertices have the same type.) We first show that the forest of mutations of any multitype
branching forest is itself a branching forest. Then we give its progeny distribution and
we describe some of its crucial properties in terms of the initial progeny distribution.
We also obtain the limiting behaviour of the number of mutations both when the total
number of individuals tends to ∞ and when the number of roots tends to ∞. The
continuous-time case is then investigated by considering multitype branching forests
with edge lengths. When mutations are nonreversible, we give a representation of their
emergence times which allows us to describe the asymptotic behaviour of the latter,
under certain conditions on the mutation rates. These results have potential relevance for
emergence of mutations in population cells, particularly for genetic evolution of cancer
or development of infectious diseases.
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1. Introduction

The homogeneous multitype branching hypothesis provides a relevant model of population
growth in the absence of any competitive or environmental constraint. In particular, it is widely
used in population genetics, when studying successive mutations whose accumulation leads to
the development of cancer. Then determining the statistics of the emergence times of mutations
or evaluating the distribution of the population size of mutant cells at any time become important
challenges. In the extensive literature on the subject, we refer the reader to, for example, [2],
[10], [11], [13], [14], and [16].

In this paper we are concerned with the mathematical study of mutations in multitype
branching frameworks. We first focus on the problem of the total number of mutations
under very general assumptions. This number is not a functional of the associated branching
process and its study requires the complete knowledge of the multitype branching structure,
that is, the underlying plane forest. Then we show that the forest of mutations associated to
any multitype forest is itself a multitype branching forest whose progeny distribution can be
explicitly computed. This result allows us to investigate the asymptotic behaviour of the number
of mutations, when either the total population or the initial number of individuals tends to ∞.
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544 L. CHAUMONT AND T. N. A. NGUYEN

When time is continuous, we are mainly interested in emergence times of new mutations
in the nonreversible case. In this paper we give explicit and exact expressions for successive
emergence times of mutations. More specifically, we use a recent extension of the Lamperti
representation in higher dimensions in order to express successive emergence times in terms of
integral functionals of compound Poisson processes. These exact expressions are then exploited
to give approximations of emergence times as sums of independent random variables whose
law is easily evaluated. Moreover, under some conditions on the mutation rates, we are able
to compute the Laplace transform of emergence times and derive from this expression some
accurate estimates of their mean. Among previous works in this direction, Durrett [10], [11]
used an approximation of the branching process itself for large times in order to provide explicit
expressions for the tail distribution of successive emergence times. Exact results can also be
found in [1] for the emergence time of some particular type. In this paper we prove that the
distribution of this time satisfies some differential equation from which it can be numerically
evaluated. Our work can also be compared to [19] and [20], where the waiting time to escape
extinction was studied in discrete time. In these works, the reversible case was also considered
but this more general assumption only allows us to obtain a functional equation satisfied by
the generating function of the waiting time. Some approximations on the mutation rates yield
nicer expressions leading to numerical evaluations.

In Section 2.1 we start with some preliminaries on the coding of multitype branching forests
by multivariate random walks. Then we state and prove our results on the total mutations sizes
of branching forests in Sections 2.2 and 3.2. Results bearing on emergence times are presented
in Section 3.3. Then we conclude in Section 4 with a discussion on potential applications of
our results to the genetic evolution of cancer and development of infectious diseases.

2. Mutations and their asymptotics in discrete multitype forests

2.1. Preliminaries on discrete multitype forests

Throughout we use the notation Z+ = {0, 1, 2, . . . }, and for any positive integer d we set
[d] = {1, . . . , d}. We will denote by ei the ith unit vector of Z

d+. We define the following
partial order on R

d by setting

x = (x1, . . . , xd) ≥ y = (y1, . . . , yd) if xi ≥ yi for all i ∈ [d].
The convention inf ∅ = +∞ will be valid throughout this paper. Then (�, F , P) is a reference
probability space on which all the stochastic processes involved in this paper are defined.

Let us first recall the coding of multitype forests, as defined in [9]. A (plane) tree t is a
directed planar graph with no loops, on a possibly infinite and nonempty set of vertices v(t).
All directed paths of a tree t have a common terminal vertex called the root of t . For two
vertices u, v ∈ v(t), if (u, v) is a directed edge of t , we say that u is a child of v and that v is
the parent of u. Each vertex has a finite number of children and at most one parent. The only
vertex with no parent is the root.

A forest f is a possibly infinite set of trees. We will denote by v(f ) the set of vertices
of f . The roots of the trees of a forest f are called the roots of f . We give an order to the
trees of the forest f and denote them by t1(f ), t2(f ), . . . , tk(f ), . . . (we will usually write
t1, t2, . . . , tk, . . . if no confusion is possible). Then we rank (a part of) the vertices of f

according to the breadth-first search order, by ranking first the vertices of t1, then the vertices
of t2, and so on; see the labelling of the two forests in Figure 2. Note that if tk , for k ≥ 1 is the
first infinite tree, then the vertices of tk+1, . . . have no label according to this procedure.
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On mutations in the branching model for multitype populations 545

To each forest f , we associate the application cf : v(f ) → [d] such that if we place
ui, ui+1, . . . , ui+j ∈v(f ) from left to right and each having the same parent, then cf (ui) ≤
cf (ui+1) ≤ · · · ≤ cf (ui+j ). For v ∈ v(f ), the integer cf (v) is called the type (or the colour)
of v. The couple (f , cf ) is called a d-type forest. When no confusion is possible, we will
simply write f . The set of d-type forests will be denoted by Fd .

A cluster or a subtree of type i ∈ [d] of a d-type forest (f , cf ) ∈ Fd is a maximal connected
subgraph of (f , cf ) whose vertices are all of type i. Formally, t is a cluster of type i of (f , cf )

if it is a connected subgraph whose vertices are all of type i and such that either the root of t

has no parent or the type of its parent is different from i. Moreover, if the parent of a vertex
v ∈ v(t)c belongs to v(t) then cf (v) �= i. Clusters of type i in t1 are ranked according to the
order of their roots in the breadth-first search order of t1; see Figures 1 and 2. If the number
of clusters of type i is finite in t1 then we continue by ranking clusters of type i in t2, and so
on. Note that with this procedure it is possible that clusters of tk, tk+1, . . . , for some k, are not
ranked. We denote by t

(i)
1 , t

(i)
2 , . . . , t

(i)
k , . . . the sequence of clusters of type i in (f , cf ). The

forest f (i) := {t (i)
1 , t

(i)
2 , . . . , t

(i)
k , . . . } is called the subforest of type i of (f , cf ). We denote

by u
(i)
1 , u

(i)
2 , . . . the elements of v(f (i)), ranked in the breadth-first search order of f (i). The

subforests of the 2-type forest from Figure 1 are represented in Figure 2.

To any forest (f , cf ) ∈ Fd , we associate the forest of mutations, denoted by (f̄ , cf̄ ) ∈ Fd ,
which is the forest of Fd obtained by aggregating all the vertices of each subtree of (f , cf )

with a given type, in a single vertex with the same type, and preserving an edge between each
pair of connected subtrees. An example is presented in Figure 1.

For a forest (f , cf ) ∈ Fd and u ∈ v(f ), when no confusion is possible, we denote by
pi(u) the number of children of type i of u. For each i ∈ [d], let ni ∈ Z+ ∪ {∞} be the
number of vertices in the subforest f (i) of (f , cf ). Then let us define the d-dimensional chain
x(i) = (xi,1, . . . , xi,d ), with length ni and whose values belong to the set Z

d , by x
(i)
0 = 0 and

Figure 1: Upper: a discrete 2-type forest. Roots of clusters are ranked in the breadth-first search order
of the forest. The rank is written on the left of these roots. Lower: the corresponding forest of mutations.
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546 L. CHAUMONT AND T. N. A. NGUYEN

Figure 2: The subforests of the 2-type forest presented in Figure 1 with their breadth-first search labelling.

if ni ≥ 1,

x
i,j
n+1 − x

i,j
n = pj (u

(i)
n+1) if i �= j,

x
i,i
n+1 − xi,i

n = pi(u
(i)
n+1) − 1, 0 ≤ n ≤ ni − 1, (2.1)

where (u
(i)
n )n≥1 is the labelling of the subforest f (i) in its own breadth-first search order.

Note that the chains (x
i,j
n ) for i �= j are nondecreasing whereas (x

i,i
n ) is a downward skip-

free chain, that is, x
i,i
n+1 − x

i,i
n ≥ −1 for 0 ≤ n ≤ ni − 1. Besides, if ni is finite then

ni = min{n : x
i,i
n = min0≤k≤ni

x
i,i
k }. Let us also mention that, from Theorem 2.7 of [9], when

trees of (f , cf ) are finite, the data of the chains x(1), . . . , x(d) together with the sequence of
ranked roots of (f , cf ) allow us to reconstruct this forest.

Let us now apply this coding to multitype branching forests. Let ν := (ν1, . . . , νd), where νi

is some distribution on Z
d+. We consider a branching process with progeny distribution ν, that

is, a population of individuals which reproduce independently of each other at each generation.
Individuals of type i give birth to nj children of type j ∈ [d] with probability νi(n1, . . . , nd).
For i, j ∈ [d], we denote by mij the mean number of children of type j , given by an individual
of type i, that is,

mij =
∑

(n1,...,nd )∈Z
d+

njνi(n1, . . . , nd).

We say that ν is nonsingular if there is i ∈ [d] such that νi(n : n1 + · · · + nd = 1) < 1.
The matrix M = (mij ) is said to be irreducible if, for all i, j , mij < ∞ and there exists
n ≥ 1 such that m

(n)
ij > 0, where m

(n)
ij is the ij entry of the matrix Mn. If, moreover, the

power n does not depend on (i, j) then M is said to be primitive. In the latter case, according to
Perron–Frobenius theory, the spectral radius ρ of M is the unique eigenvalue which is positive,
simple, and with maximal modulus. If ρ ≤ 1 then the population will become extinct almost
surely (a.s.), whereas if ρ > 1 then, with positive probability, the population will never become
extinct. We say that ν is subcritical if ρ < 1, critical if ρ = 1, and supercritical if ρ > 1.
We sometimes say that ν is irreducible, primitive, (sub)critical or supercritical, when this is the
case for M .
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On mutations in the branching model for multitype populations 547

By multitype branching forest with progeny distribution ν, we mean a sequence with a
finite (deterministic) or infinite number of independent multitype branching trees with progeny
distribution ν. A multitype branching forest will be considered as a random variable defined on
the probability space (�, F , P) and with values in Fd . To any multitype branching forest F ,
we associate the random sequences X = {X(i), i ∈ [d]}, where X(i) = {(Xi,1

n , . . . , X
i,d
n ),

0 ≤ n ≤ ni}, which are constructed as in (2.1). It was proved in [9, Theorem 3.1] that if F is a
multitype branching forest with a finite number of trees, whose progeny distribution is primitive
and (sub)critical, then X(i), i ∈ [d], are independent random walks whose step distribution ν̃i

is defined by

ν̃i (k1, . . . , kd) := νi(k1, . . . , ki−1, ki + 1, ki+1, . . . , kd), ki ≥ −1, kj ≥ 0, if i �= j

(2.2)
and stopped at the smallest solution (N1, . . . , Nd) of the system

xj +
d∑

i=1

Xi,j (Ni) = 0, j ∈ [d]. (2.3)

In this equation, Ni is the total number of vertices of type i in F and xi is the total number of
trees in this forest whose root is of type i. We will say that F is issued from x = (x1, . . . , xd).
Note that the variables Ni are random, whereas the xi are deterministic.

2.2. The total number of mutations and its asymptotics

A mutation producing type i is the birth event of an individual of type i from an individual
of any type j �= i. The aim of this section is to study the evolution of mutations in a multitype
branching forest. Our main result asserts that the forest of mutations, that is, the forest obtained
by merging together all the vertices of the same cluster, is itself a branching forest if and only
if, for each i ∈ [d], one of the following conditions is satisfied:

(Ai) mii ≤ 1;

(Bi) mii > 1 and, for all j �= i, mij = 0.

Moreover, its progeny distribution can be expressed in terms of this for the initial forest. Note
that the branching property of the forest of mutations is intuitively clear. In the neutral case,
this was pointed out in [21].

In the next statement, we denote by ν∗n
i the n-fold convolution product of the probability νi

by itself.

Theorem 2.1. Let F be any multitype branching forest with progeny distribution given by
ν = (ν1, . . . , νd) and F the associated forest of mutations. Assume that, for all i ∈ [d], one of
conditions (Ai) or (Bi) holds. Then F is a multitype branching forest with progeny distribution
μ = (μ1, . . . , μd), where μi is a probability on the set Si := {k ∈ Z

d+ : ki = 0}, which is
defined by

μi(k) =
∑
n≥1

n−1ν∗n
i (k + (n − 1)ei), k ∈ Si , (2.4)

if (Ai) is satisfied. If (Bi) is satisfied then μi is the Dirac mass at 0. Moreover, μ satisfies the
following properties.

(i) Let M = (m̄ij ) be the mean matrix of μ and let r ≥ 1. Then μi admits moments of
order r if and only if either, for all j �= i, mij = 0 or νi admits moments of order r and
mii < 1. In the latter case, for all i, j such that i �= j , m̄ij = mij /(1 − mii).
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548 L. CHAUMONT AND T. N. A. NGUYEN

(ii) Assume that m̄ij < ∞ for all i, j ∈ [d]. Then M is irreducible if and only if M is
irreducible. If M is primitive then so is M . The converse is not true.

(iii) Assume that M is primitive then M is subcritical (respectively, critical, supercritical) if
and only if M is subcritical (respectively, critical, supercritical).

If, for some i ∈ [d], neither of conditions (Ai) and (Bi) holds then there is j �= i such that
individuals of type i in F give birth to an infinite number of children of type j with positive
probability. Therefore, F is not a branching forest in our sense.

Proof. Since the result only relates to the progeny law of forests, we do not lose any generality
by assuming thatF has an infinite number of trees. Then the stochastic processesX = {X(i), i ∈
[d]} obtained from F as in (2.1) are defined on the whole integer line {0, 1, . . . }. Note that their
definition slightly extends the definition of [9]. Indeed, without any more assumptions on ν,
trees of the forest can be infinite so that the process X is not necessarily a coding of the forest,
that is, if some trees are infinite then it is not possible to reconstruct the whole forest from X

and the sequence of its roots. However, we can check exactly as in [9] that X(i), i ∈ [d], are
independent random walks and that the step distribution of X(i) is ν̃i , which is defined in (2.2).
In particular, the law of X characterizes this of F .

Now, let us consider the forest of mutations F . By construction, this forest is composed of
an infinite number of independent and identically distributed trees. Hence, in order to show
that F is a branching forest, it suffices to show that its trees are branching trees.

Denote by {X(i)
, i ∈ [d]} the process which is defined from F as in (2.1). Let i ∈ [d] and

assume first that (Ai) holds. Then we define the first-passage time process of the random walks
Xi,i , i ∈ [d], by

τ
(i)
k = inf{n ≥ 0 : Xi,i

n = −k}, k ≥ 0.

Since mii ≤ 1 then, from the law of large numbers, lim infn→∞ X
i,i
n = −∞ a.s., so that τ

(i)
k

is a.s. finite for all k ≥ 0 and limk→∞ τ
(i)
k = ∞ a.s. Moreover, it is clear from definition (2.1)

that, for all i, j ∈ [d],
X

i,j

k = Xi,j (τ
(i)
k ), k ≥ 0.

Indeed, the effect of the time-change by τ
(i)
k is to merge all vertices of a same cluster of type i

into a single vertex. Note that X
(i)

, i ∈ [d], are independent random walks. Assume with
no loss of generality that the root of the first tree in F is type 1. Then a slight extension of
Theorems 2.7 and 3.1 of [9] to any progeny distribution allows us to show that this first tree
is coded by the processes (X

(i)

k , 0 ≤ k ≤ Ni), i ∈ [d], where (N1, . . . , Nd) is the smallest
solution of the system

rj +
d∑

i=1

X
i,j

(Ni) = 0, j ∈ [d],

and (r1, . . . , rd) = (1, 0, . . . , 0). Note that in our case, Ni can be infinite. This extended
notion of the smallest solution is defined in [8, Lemma 1]. This coding result implies that the

first tree in F can be reconstructed from the processes (X
(i)

k , 0 ≤ k ≤ Ni), i ∈ [d]. Moreover,
applying part 3 of Theorem 3.1 of [9], we see that this tree is a branching tree whose progeny
distribution μ = (μi, i ∈ [d]) is given by

μi(k1, . . . , kd) = P(X
(i)

1 = (k1, . . . , ki−1, −1, ki+1, kd)), (k1, . . . , kd) ∈ Si .

https://www.cambridge.org/core/terms. https://doi.org/10.1017/apr.2018.24
Downloaded from https://www.cambridge.org/core. University of Warwick, on 24 Sep 2018 at 10:21:07, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://doi.org/10.1017/apr.2018.24
https://www.cambridge.org/core


On mutations in the branching model for multitype populations 549

Then in order to make this law explicit in terms of ν, we apply the Ballot theorem for cyclically
exchangeable sequences due to Takács [22]. Since, conditionally on Xi,j , i �= j , Xi,i is
downward skip-free with cyclical exchangeable increments, we have, for all (k1, . . . , kd) ∈ Si ,

P(X
(i)

1 = (k1, . . . , ki−1, −1, ki+1, . . . , kd))

=
∑
n≥1

P(X(i)
n = (k1, . . . , ki−1, −1, ki+1, . . . , kd), τ

(i)
1 = n)

=
∑
n≥1

1

n
P(X(i)

n = (k1, . . . , ki−1, −1, ki+1, . . . , kd)),

from which we obtain (2.4) using (2.2). If (Bi) holds then, by definition, individuals of type i

in F are all leaves and, hence, X
i,j ≡ 0 for all j �= i, and X

i,i

n = −n for all n ≥ 0; see (2.1).
In this case, the conclusion follows immediately.

We now prove properties (i)–(iii) of μ. First note that, for all i �= j , mij = 0 if and only if
m̄ij = 0. Then, let r ≥ 1, assume that μi admits moments of order r , and that there is j �= i such
that mij = E(X

i,j
1 ) > 0. The variable τ

(i)
1 is a stopping time in the filtration generated by X(i) to

which the increasing random walk Xi,j is adapted. Then, by applying Theorem 5.4 of [12], we
obtain E((X

i,j
1 )r ) < ∞ and E((τ

(i)
1 )r ) < ∞. In particular, τ

(i)
1 < ∞ a.s. Now, by definition,

the random walk (X
i,i
n ) can be written as X

i,i
n = Y

i,i
n − n, where (Y

i,i
n ) is an increasing random

walk. Since Y i,i(τ
(i)
1 ) = τ

(i)
1 − 1 and E((τ

(i)
1 )r ) < ∞, we have E(|Y i,i(τ

(i)
1 )|r ) < ∞, and by

applying Theorem 5.4 of [12] again, we obtain E(|Y i,i
1 |r ) < ∞ and, hence, E(|Xi,i

1 |r ) < ∞.
So we have proved that ν admits moments of order r . Then it follows from the definition of τ

(i)
1

and from Lemma 3.1 of [15] that E((τ
(i)
1 )r ) < ∞ implies that limn→∞ X

i,i
n = −∞ and, hence,

mii < 1 from the law of large numbers.
Conversely, if mij = 0 for all j �= i then m̄ij = 0 for all j �= i and μi is the Dirac mass at 0, so

it admits moments of order r . Now assume that νi admits moments of order r , andmii < 1. Then
it follows directly from Lemma 3.1 of [15] that E((τ

(i)
1 )r ) < ∞. Moreover, from Theorem 5.2

of [12], E(Xi,j (τ
(i)
1 )r ) < ∞ for all j �= i, which means that μi admits moments of order r .

If νi admits moments of order 1 and mii < 1 then it follows from the optional stopping theorem
applied to the martingale (X

i,j
n − nE(X

i,j
1 )) that E(Xi,i(τ

(i)
1 )) = −1 = E(X

i,i
1 )E(τ

(i)
1 ) =

(mii − 1)E(τ
(i)
1 ), and when i �= j, E(Xi,j (τ

(i)
1 )) = E(X

i,j
1 )E(τ

(i)
1 ) = mij /(1 − mii) and

part (i) is proved.
If M is irreducible then, for all i, there is j �= i such that m̄ij > 0. From part (i), νi admits

moments of order 1, and mii < 1 for all i. In this case,

M + �2 = �1M,

where �1 = diag(1/(1 − mii)) and �2 = diag(mii/(1 − mii)), and from this identity we
derive that M is irreducible. Conversely, if M is irreducible then, for all i, there is j �= i

such that mij > 0 and, hence, m̄ij > 0. Since, by assumption, m̄ij < ∞ for all i, j then,
from part (i), mii < 1, and M + �2 = �1M holds. From this identity we derive that M is
irreducible.

Now, if M is primitive then it is irreducible and, as before, mii < 1 for all i ∈ [d]. Moreover,

M = (I − diag(mii))M + diag(mii).

Therefore, M is primitive. The converse cannot be true since there are nonnegative, irreducible
matrices whose main diagonal is zero and which are not primitive. We can find distributions ν
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550 L. CHAUMONT AND T. N. A. NGUYEN

such that M (and, hence, (I − diag(mii))M) satisfies these properties. If mii > 0 for all i then
it follows from general theory of nonnegative matrices that M = (I −diag(mii))M +diag(mii)

becomes primitive; see [18].
We now prove (iii). Recall that, by definition, since M is primitive, μi admits moments of

order 1 for all i ∈ [d]. Then, from the same arguments as in part (ii), M = (I −diag(mii))M +
diag(mii) and mii < 1 for all i ∈ [d]. Assume that M is supercritical. Then there is a
positive vector x such that Mx > x. Therefore, (I − diag(mii))Mx > (I − diag(mii))x

and since mii < 1, we obtain Mx > x. Hence, M is supercritical. Conversely, assume
that M is supercritical. Then there is a positive vector x such that Mx > x, so that Mx =
(I − diag(mii))Mx + diag(mii)x > (I − diag(mii))x + diag(mii)x = x and, thus, M is
supercritical. Then the identity M = (I − diag(mii))M + diag(mii) allows us to derive that M

is critical if and only if this is the case for M .
Finally, assume that mii > 1 for some i ∈ [d]. If mij = 0 for all j �= i then it is clear

that individuals of type i in F are leaves. If mij > 0 for some j ∈ [d] then, since clusters of
type i are supercritical, some of them have infinitely many children with positive probability.
Conditionally on this event, such a cluster produces a.s. infinitely many children of type j ,
which is equivalent to saying that individuals of type i in F give birth to an infinite number of
children of type j with positive probability. �

We now consider a multitype branching forest F with progeny distribution ν with a finite
number of trees and let Zn = (Z

(1)
n , . . . , Z

(d)
n ), n ≥ 0, be the associated branching process, that

is, for each i ∈ [d], Z(i)
n is the total number of individuals of type i present in F at generation n.

For x = (x1, . . . , xd) ∈ Z
d+, we denote by Px the law on (�, F ) under which F is issued

from x. In particular, Px(Z0 = x) = 1. In the next result we state the law of the total number
of mutations in the forest F , that is, the number of mutations up to the last generation whose
rank is the extinction time T := inf{n : Zn = 0}. For i, j ∈ [d], denote by Mi the total number
of mutations producing type i in F up to time T and by Mij the total number of mutations
producing type j produced by individuals of type i. In particular, Mii = 0 and Mi and Mij

satisfy the relation

Mj =
d∑

i=1

Mij , j ∈ [d].

Note that if ν is primitive and supercritical then Px(T = ∞) > 0 for all x ∈ Z
d+ \ {0}, so

that under Px , Mi and Mij are infinite with positive probability for some i, j ∈ [d]. We also
emphasize that Mi and Mij are not functionals of the branching process (Zn).

Corollary 2.1. Assume that (Ai) or (Bi) holds for all i ∈ [d]. Then, for all i, j ∈ [d] and all
integers xi, ni, kij , such that xi ≥ 0, ni = −kii , kij ≥ 0 when i �= j and nj = xj + ∑

i �=j kij ,

Px(M1 = n1 − x1, . . . , Md = nd − xd, Mij = kij for all i �= j)

= det(K)

n̄1 · · · n̄d

d∏
i=1

μ
∗ni

i (ki1, . . . , ki(i−1), 0, ki(i+1),...,kid
),

where μi is defined in Theorem 2.1, μ∗0
i is the Dirac mass at 0, n̄i = ni ∨1, and K is the matrix

(−kij )i,j from which we removed the line i and the column i for all i such that ni = 0.

Proof. This result is a direct consequence of Theorem 1.2 of [9] and the first part of the
statement of Theorem 2.1 applied to the forest of mutations F . Indeed, it suffices to note
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that xi + Mi corresponds to the total number of individuals of type i in F . Note, however, that
Theorem 1.2 of [9] is proved only in the case where ν is primitive and (sub)critical. But using
the coding presented in Section 2.1 and applying Lemma 1 of [8], we can check that it is still
valid in the general case by following the lines of the proof of [9]. �

If, for some i ∈ [d], neither of conditions (Ai) and (Bi) hold then the definition of the vector
of mutation sizes (M1, . . . , Md) still makes sense. In this case, it is possible to obtain its law
by extending Theorem 2.1 to branching forests whose progeny laws give mass to ∞. However,
we do not consider this case since it makes no biological sense. Note also that Corollary 2.1
can be considered as an extension of Theorem 1 of [5], where a similar formula can be found
for the neutral case.

We now turn our attention to the asymptotic behaviour of the number of mutations, when
the total population is growing to ∞. Our first result is concerned with the critical case and
is a direct consequence of Proposition 2 of [17] and Theorem 2.1. If M is primitive then we
denote by u and v the unique right and left positive eigenvectors of M which are associated to
the eigenvalue 1 and normalized by u · 1 = u · v = 1. Recall that, for a multitype branching
forest F , when no confusion is possible, Ni denotes the total population of type i in F and Mi

denotes the total number of mutations producing type i in F . Note also that when ν is primitive
and critical then (Ai) necessarily holds for all i ∈ [d], so that from Theorem 2.1, the forest of
mutations F associated to F is a branching forest with progeny distribution μ defined by (2.4).

Corollary 2.2. Let F be a branching forest with a nonsingular, primitive, and critical progeny
distribution ν. Assume that, for all i ∈ [d], μi admits moments of order d + 1. If, moreover, M
is primitive and the covariance matrices �i and �

i
of νi and μi , respectively, are positive

definite, then mii < 1 for all i ∈ [d] and there are constants C1, C2 > 0 such that, for all
x0 ∈ Z

d+,

lim
n→∞ nd/2+1

Px0(Mi = �n(1 − mii)vi
, i ∈ [d]) = C1x0 · u,

lim
n→∞ nd+1

Px0(Mi = �n(1 − mii)vi
, Ni = �nvi
, i ∈ [d]) = C2x0 · u.

Proof. Since, by assumption, M is primitive then, for all i, there is j �= i such that m̄ij > 0,
and, hence mij > 0. Therefore, from Theorem 2.1(i), mii < 1 for all i. Moreover, from
our assumptions and Theorem 2.1(iii), μ is critical. Besides, it is plain that M is nonsingular.
Then the conditions of Proposition 2 of [17] are satisfied for the multitype branching process
associated to F and the first assertion follows with ū and v̄, the normalized, positive right
and left eigenvectors of M associated to the eigenvalue 1. Then recall from the proof of
Theorem 2.1(iii) that M = (I − diag(mii))M + diag(mii). From this identity we see that
ū = u and v̄ = cv(I − diag(mii)), where c = ‖u · v(I − diag(mii))‖−1 and the first assertion
follows.

The proof of the second assertion follows the same lines as the proof of Proposition 2 of [17].
In this case, since the number of mutations is taken into account together with the total number
of individuals, a two-dimensional random walk is involved in the proof, which explains that
the rate of convergence is now d + 1. �

Note that constants C1 and C2 can be made explicit in terms of the distributions ν and μ by
properly exploiting the proof of Proposition 2 of [17].

Through the next result we focus on the asymptotic behaviour of the number of mutations
in a branching forest when the initial number of individuals x = (x1, . . . , xd) tends to ∞ along
some given direction.
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Theorem 2.2. Let F(x) be any family of multitype branching forests defined on the space
(�, F , P), indexed by x ∈ Z

d+, and such that, for each x, F(x) has progeny distribution ν

and is issued from x. For i ∈ [d], let Ni(x) (respectively, Mi(x)) be the total number of
individuals (respectively, of mutations) of type i in F(x). Assume that ν is primitive and let
w ∈ Z

d+ \ {0}.
(i) If ν is critical then

lim
n→∞

Ni(nw)

n
= ∞ and lim

n→∞
Mi(nw)

Ni(nw)
= 1 − mii in probability.

(ii) If ν is subcritical then

lim
n→∞

Ni(nw)

n
= ci(w)

and

lim
n→∞

Mi(nw)

n
= wi + (1 − mii)ci(w) in probability,

where ci(w) := ∑d
k=1 wk(I − M)−1

ki .

In any case, mii < 1 for all i ∈ [d].
Proof. In order to prove our result, it suffices to construct some particular family of forests

F(x) such that, for each x, F(x) has progeny distribution ν and is issued from x ∈ Z
d+, and to

show that the limits in the statement hold.
Recall the coding of multitype branching forests which is presented at the end of Section 2.2

and let X(i) = {Xi, j , j ∈ [d]} be d independent random walks whose respective step distri-
butions are ν̃i , i ∈ [d], defined in (2.2). Then, for each x ∈ Z

d+, we construct a forest F(x)

such that F(x) is encoded by the random walks X(i), i ∈ [d], and contains exactly xi trees
whose root is of type i. This construction is possible in the primitive, (sub)critical case, thanks
to part 3 of Theorem 3.1 of [9].

Then Ni(x) and X(i), i ∈ [d], satisfy identity (2.3). Moreover, for k �= i, the number of
mutations producing type i issued from all individuals of type k is Xk,i(Nk(x)), so that the total
number of mutations producing type i is

Mi(x) =
∑
k �=i

Xk,i(Nk(x)) = −xi − Xi,i(Ni(x)).

From Lemma 2.2 of [9], we see that if x1, x2 ∈ Z
d+ are such that x1 ≤ x2, then the couple of

random variables (Ni(x2)−Ni(x1), X
i,i(Ni(x2))−Xi,i(Ni(x1))) is independent of the process

((Ni(x), Xi,i(Ni(x))), x ≤ x1) and has the same law as ((Ni(x2 − x1), X
i,i(Ni(x2 − x1))).

Therefore, for any w ∈ Z
d+, ((Ni(nw), Xi,i(Ni(nw))), n ≥ 0)) is a bivariate random walk

whose step distribution is the law of ((Ni(w), Xi,i(Ni(w))).
Let Z = (Z(1), . . . , Z(d)) be the branching process associated to F(w). Then, by the

definition of Ni(w), we have Ni(w) = ∑∞
n=0 Z

(i)
n . But Ew(Zn) = wMn, so that Ew(Z

(j)
n ) =∑d

i=1 wim
(n)
ij and since ν is primitive, we have, from the Frobenius theorem for primitive matri-

ces, m(n)
ij ∼ uivjρ

n; see Theorem 1 of [4, Section V.2]. So we have proved that E(Ni(w)) < ∞
if and only if ν is subcritical. Moreover, if ν is subcritical then I −M is invertible and it follows
from the above expressions that E(Ni(w)) = ∑d

i=1 wi(I − M)−1
ij . Then assertions (i) and (ii)

follow directly from the law of large numbers.

https://www.cambridge.org/core/terms. https://doi.org/10.1017/apr.2018.24
Downloaded from https://www.cambridge.org/core. University of Warwick, on 24 Sep 2018 at 10:21:07, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://doi.org/10.1017/apr.2018.24
https://www.cambridge.org/core
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Finally, since ν and μ are primitive, by definition, they admit moments of order 1, and we
derive, from Theorem 2.1(i), that mii < 1 for all i ∈ [d]. �

3. When continuous time is involved

3.1. The Lamperti representation

We now consider a d-type population which is composed at time t = 0 of xi individuals
of type i ∈ [d] and whose dynamics in continuous time behave according to a branching
model. More specifically, at any time, all individuals in the population live, give birth, and die
independently of each other. Once it is born, any individual of type i ∈ [d] gives birth, after
an exponential time with parameter λi > 0, to nj individuals of type j ∈ [d] with probability
νi(n1, . . . , nd). Then this individual dies at the same time as it gives birth. We emphasize
that in this model, the probability for the population to become extinct does not depend on the
rates λi .

This model is represented as a plane forest with edge lengths; see Figure 3. (In each sibling,
we rank individuals of type 1 to the left, then individuals of type 2, and so on.) Such a forest
will be called a multitype branching forest with edge lengths issued from x = (x1, . . . , xd)

with progeny distribution ν := (ν1, . . . , νd) and with reproduction rates (λ1, . . . , λd). By
construction, its discrete-time skeleton is a multitype branching (plane) forest, as defined in
the previous section, with progeny distribution ν, which is independent from the edge lengths.
Edge lengths are independent between themselves and the length of an edge issued from a
vertex of type i follows an exponential distribution with parameter λi . We emphasize that the
total number of individuals and the total number of mutations in a multitype branching forest
with edge lengths are the same as in its discrete skeleton. Hence, the results of the previous
section can be applied in the present setting.

Given a branching forest with edge lengths (defined above), by Z = (Z(1), . . . , Z(d)) we
denote the corresponding multitype branching process, that is, for t ≥ 0 and i ∈ [d], Z(i)

t is the
number of individuals of type i at time t in the population. (Since no confusion is possible, for
the branching process we have kept the same notation as in discrete time.) The process Z is a
Z

d+-valued continuous-time Markov process which satisfies the branching property, that is, for
λ ∈ R

d+, t ≥ 0, and x, y ∈ Z
d+,

Ex+y(e
−λZt ) = Ex(e

−λZt )Ey(e
−λZt ),

where Px is the law under which the forest is issued from x. In particular, Z0 = x, Px-a.s.

Figure 3: A 2-type forest with edge lengths issued from x = (2, 2). Vertices of type 1 (respectively, 2)
are represented as solid (respectively, shaded). At time t, Z

(1)
t = 6, Z

(2)
t = 3, Z

1,1
t = −2, Z

1,2
t = 5,

Z
2,1
t = 8, Z

2,2
t = −2, and M1,t = 8, M2,t = 5.
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The process Z actually contains much less information than the original branching forest. In
order to preserve the essential part of this information, we need to decompose Z as in the
following definition.

Definition 3.1. For i �= j , we denote by Z
i,j
t the total number of individuals of type j whose

parents have type i and who were born before time t . For i = j , the definition of Z
i,i
t is the

same, except that to this number we add the number of individuals of type i at time 0 and we
subtract the number of individuals of type i who died before time t .

The processes Zi,j , whose definition should be clear from the example presented in Figure 3,
will play a crucial role in our continuous-time model. A more formal definition can be found in
[8, Section 4.2]. The interest of these processes is the following straightforward decomposition
of the branching process Z = (Z(1), . . . , Z(d)):

Z
(j)
t =

d∑
i=1

Z
i,j
t , j ∈ [d]. (3.1)

Our model relies on a Lamperti-type representation of these processes. According to a Lamperti
representation, any one-dimensional branching process can be expressed as a Lévy process time-
changed by some integral functional. In this subsection we will recall from [8] the extension
of this transformation to multitype, continuous-time, discrete-valued branching processes. The
latter involves time-changed multidimensional compound Poisson processes which we now
introduce.

Since our models of evolution are only concerned with mutations, individuals of type i

having exactly one child of type i do not present any interest. Hence, we can assume without
loss of generality that

νi(ei) = 0 for all i ∈ [d].
Then, let X = (X(1), . . . , X(d)), where X(i) = (X

(i)
t )t≥0, i ∈ [d], are d independent Z

d -
valued compound Poisson processes. We assume that X

(i)
0 = 0 and that X(i) has rate λi

and jump distribution ν̃i which was defined in (2.2). In particular, with the notation X(i) =
(Xi,1, . . . , Xi,d), the process Xi,i is a Z-valued, downward skip-free, compound Poisson
process, that is, �X

i,i
t = X

i,i
t − X

i,i
t− ≥ −1, t ≥ 0, with X0− = 0 and, for all i �= j , the

process Xi,j is an increasing compound Poisson process. We emphasize that in this definition,
some of the processes Xi,j , i, j ∈ [d], can be identically equal to 0.

The following extension of the Lamperti representation to multitype branching processes
can be found in [8]; see also [7] for the case of continuous-state multitype branching processes.

Theorem 3.1. We consider a multitype branching forest with edge lengths issued from x =
(x1, . . . , xd) ∈ Z

d+ with progeny distribution ν := (ν1, . . . , νd) and with reproduction rates
(λ1, . . . , λd). Then the processes Zi,j , i, j ∈ [d], introduced in Definition 3.1 admit the
following representation:

Z
i,j
t =

⎧⎨
⎩

X
i,j∫ t

0 Z
(i)
s ds

if i �= j ,

xi + X
i,i∫ t

0 Z
(i)
s ds

if i = j ,
t ≥ 0, (3.2)

where the processes

X(i) = (Xi,1, Xi,2, . . . , Xi,d), i = 1, . . . , d,
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On mutations in the branching model for multitype populations 555

are independent Z
d+-valued compound Poisson processes with jump distribution (ν̃1, . . . , ν̃d )

and rates (λ1, . . . , λd). In particular, from (3.1) and (3.2), the multitype branching process Z

admits the following representation:

(Z
(1)
t , . . . , Z

(d)
t ) = x +

( d∑
i=1

X
i,1∫ t

0 Z
(i)
s ds

, . . . ,

d∑
i=1

X
i,d∫ t

0 Z
(i)
s ds

)
, t ≥ 0. (3.3)

3.2. Further results on asymptotics of mutations

For i ∈ [d] and t ≥ 0, we will denote by Mi,t the total number of mutations producing type i

which occurred up to time t . The definition of this quantity is illustrated in Figure 3. Let us
specify that if a parent of type j �= i gives birth to more than one child of type i simultaneously,
then each child counts as a mutation. Let us also define a cluster of type i as the subtree
corresponding to the lineage of type i of an individual of type i which is either a root or an
individual whose parent is a type different from i. Then xi + Mi,t corresponds to the number
of clusters of type i in the forest truncated at time t .

In Proposition 3.2 we describe the asymptotic behaviour of Mi,t as t tends to ∞ in the case
where the progeny distribution ν is primitive and supercritical. To this aim, we will need the
joint representation of Mi,t together with the number Z

(i)
t of individuals of type i at time t ,

which is presented in Proposition 3.1.

Proposition 3.1. Recall from Section 3.1 the definition of the compound Poisson processes
Xi,j , i, j ∈ [d]. Then, for any x = (x1, . . . , xd) ∈ Z

d+, under Px , the stochastic process
(Z

(i)
t , Mi,t ) fulfills the following representation:

(Z
(i)
t , Mi,t ) =

(
xi +

d∑
k=1

X
k,i∫ t

0 Z
(k)
u du

,

d∑
k=1, k �=i

X
k,i∫ t

0 Z
(k)
u du

)
, t ≥ 0.

Proof. This result is a direct consequence of the representation from Theorem 3.1. Indeed,
recall from Section 3.1 the definition of Zi,j , then the number of mutations producing type i

up to time t is
Mi,t =

∑
k �=i

Z
k,i
t .

The result follows from (3.2) in Theorem 3.1. �
We now turn to the limiting behaviour of Mi,t as t tends to ∞. The next result is concerned

with the case where ν is primitive and supercritical. It allows us to evaluate the number of
mutations which occurred up to time t (or, equivalently, the number of clusters in the forest
truncated at time t) when t is large.

We define the matrix A = 	(M − I ), where 	 = diag(λi). If M is primitive then so
is A and it follows from the Perron–Frobenius theory that the eigenvalues ρi, i ∈ [d], of A

can be arranged so that ρ1 > Re(ρ2) ≥ · · · ≥ Re(ρd). Moreover, ν is subcritical, critical, or
supercritical accordingly as ρ1 < 0, ρ1 = 0, or ρ1 > 0. Then a well-known result due to [3]
(see also Theorem 2 of [4, p. 206]) asserts that when ν is nonsingular and primitive, there exists
a nonnegative random variable W such that, for all i ∈ [d],

lim
t→∞ e−ρ1tZ

(i)
t = viW a.s., (3.4)

where vi is the ith coordinate of the normalized left eigenvector associated with ρ1.
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Proposition 3.2. Assume that ν is nonsingular, primitive, and supercritical. Then, for all
i ∈ [d],

lim
t→∞ e−ρ1tMi,t = KiW a.s.,

where Ki = vi(1 + (1 − mii)(λiρ1)
−1).

Proof. From Proposition 3.1, we derive

Z
(i)
t − Mi,t = X

i,i∫ t
0 Z

(i)
u du

a.s.

On the other hand, in the supercritical case, ρ1 is strictly positive. Hence, from (3.4), it follows
that ∫ t

0
Z(i)

u du ∼ ρ−1
1 Wvi eρ1t a.s. as t → ∞.

Then the desired result is a consequence of the latter equivalence and the law of large numbers
applied to the compound Poisson process Xi,i . �

Under the conditions of Proposition 3.2, assume, moreover, that for some i ∈ [d], Ki is
positive, that is,

mii < 1 + λiρ1,

and that, for some j , Pej
(W > 0) = 1. Then using Proposition 3.2, we can compare the

asymptotic behaviour of the number of mutations prior to t with that of Z
(i)
t , under Pej

, that is,

Mi,t ∼ KiZ
(i)
t , Pej

-a.s. as t → ∞.

Regarding the condition Pej
(W > 0) = 1, note that Theorem 2 of [4, p. 206] also asserts that

Pek
(W > 0) > 0 for some (hence, for all) k ∈ [d] if and only if

E(ξij log ξij ) < ∞ for all i, j ∈ [d],
where (ξi1, . . . , ξid ) is a random vector with law νi . Moreover, 1 − Pek

(W > 0) corresponds
to the probability of extinction when the forest is issued from ek .

3.3. Emergence times of mutations

In this section we will assume that mutations are not reversible, that is, for all i = 1, . . . , d−1,
individuals of type i can only have children of type i or i + 1. In particular, ν is not irreducible.
Moreover, when giving birth, individuals of type i = 1, . . . , d − 1 have at least one child of
type i with probability 1, and have children of type i + 1 with positive probability. These
conditions can be made explicit in terms of the progeny distribution νi as follows:

νi(k) > 0 �⇒ kj = 0 for j /∈ {i, i + 1},∑
k∈Z

d+ : ki=0

νi(k) = 0 and
∑

k∈Z
d+ : ki+1=0

νi(k) < 1. (3.5)

We are interested in the waiting time until an individual of type i first emerges in the population,
that is,

τi := inf{t ≥ 0 : Z
(i)
t ≥ 1}.

The problem of determining a general expression for the law of τi is quite challenging. To the
best of the authors’ knowledge, there is no explicit expression for this law in terms of the
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progeny distribution and the reproduction rates. Various results in this direction can be found,
for example, in [1], [11], [19], and [20]. Most of them provide approximations of this law
using martingale convergence theorems [11] or through numerical methods involving the
generating function [1]. In Proposition 3.3 we first give a relationship between the successive
emergence times τ2, τ3, . . . in terms of the underlying compound Poisson process in the
Lamperti representation of Z. We also characterize the joint law under Pei−1 of the time τi and
the number of individuals of type i −1 at this time. In Theorem 3.2 we derive an approximation
of the time τi , under Pe1 , as the mutation rate to type k increases faster than the mutation rate
to type k − 1 for all k = 3, . . . , i. Then, in Corollary 3.1, we focus on a case where these laws
can be made explicit.

In the following developments, we use the notation of Section 3.1 from which we recall the
Lamperti representation of the multitype branching process Z = (Z(1), . . . , Z(d)) in terms of
the compound Poisson processes X(i). We also introduce additional notation. For i, j ∈ [d],
we denote by λi,j the parameter of the compound Poisson process Xi,j , that is,

λi,j := λi

(
1 −

∑
k∈Z

d+ : kj =0

ν̃i (k)

)
.

Note that from our assumptions in (3.5), for all i = 1, . . . , d − 1, λi,i+1 > 0 and, for j /∈
{i, i + 1}, λi,j = 0, that is, Xi,j is identically equal to 0. In particular, λi = λi,i + λi,i+1 for
i ≤ d − 1 and λd = λd,d . The parameter λi,i+1 will be called the mutation rate to type i + 1.
For i ≥ 2, let

γi := inf{t: X
i−1,i
t ≥ 1}

be the time of the first jump by the process Xi−1,i and note that this time is exponentially
distributed with parameter λi−1,i .

Proposition 3.3. Assume that (3.5) holds, define Z0,1 as the process identically equal to 1, and
set τ1 = 0.

(i) For i = 2, . . . , d, the emergence time τi of type i admits the following representation
under Pe1 :

τi = τi−1 +
∫ γi

0

1

X
i−1, i−1
s + Z

i−2, i−1
κi−1(s)

ds, Pe1 -a.s., (3.6)

where κi−1 is the right-continuous inverse of the functional t �→ ∫ t

0 Z
(i−1)
s ds, that is,

κi−1(t) = inf{s > 0 : ∫ s

0 Z
(i−1)
u du > t}.

(ii) Under Pei−1 , the joint law of the emergence time τi of type i together with the number of
individuals of type i − 1 in the population at time τi admits the following representation:

(τi, Z
(i−1)
τi

)
d=

(∫ γi

0

1

X
i−1, i−1
s

ds, 1 + Xi−1, i−1
γi

)
,

where ‘
d=’ denotes equality in distribution.

(iii) Define θk = ∫ γk

0 1/(X
k−1,k−1
s + 1) ds for k ≥ 2. Then the random variables θk , k ≥ 2,

are independent and, for i = 2, . . . , d,

Pe1(τi > t) ≤ P

( i∑
k=2

θk > t

)
for all t > 0. (3.7)
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Proof. Since Xi,j is identically equal to 0 whenever j /∈ {i, i + 1}, then under Pe1 ,
representation (3.3) admits the simpler form

(Z
(1)
t , . . . , Z

(d)
t ) = e1 +

(
X

1,1∫ t
0 Z

(1)
s ds

, X
2,2∫ t

0 Z
(2)
s ds

+ X
1,2∫ t

0 Z
(1)
s ds

, . . . , X
d,d∫ t

0 Z
(d)
s ds

+ X
d−1,d∫ t

0 Z
(d−1)
s ds

)
.

In particular, for i = 2, . . . , d,

Z
(i)
t = X

i,i∫ t
0 Z

(i)
s ds

+ X
i−1,i∫ t

0 Z
(i−1)
s ds

, t ≥ 0.

Since X
i,i
0 = 0 for i ≥ 2, we see that the time τi corresponds to the first hitting time of level 1

by the process t �→ X
i−1,i∫ t

0 Z
(i−1)
s ds

, that is,

τi = κi−1(γi), (3.8)

where γi has been defined as the time of the first jump of the process Xi−1,i . For t such
that κi−1(t) < ∞, we have t = ∫ κi−1(t)

0 Z
(i−1)
s ds, so that dt = Z

(i−1)
κi−1(t)

dκi−1(t), and since
κi−1(0) = τi−1, we obtain

κi−1(t) = τi−1 +
∫ t

0

ds

Z
(i−1)
κi−1(s)

= τi−1 +
∫ t

0

ds

X
i−1, i−1
s + X

i−2, i−1∫ κi−1(s)

0 Z
(i−2)
u du

.

The latter identity together with (3.8) prove (3.6).
The second part of the proposition is easily derived from the same arguments. More

specifically, it follows from (3.8) and the identities

Z
(i−1)
t = 1 + X

i−1, i−1∫ t
0 Z

(i−1)
s ds

and κi−1(t) =
∫ t

0

ds

1 + X
i−1, i−1
s

, t ≥ 0,

which hold Pei−1 -a.s.
Independence between the variables θk, k ≥ 2, is a direct consequence of the independence

between the processes X(i), i ∈ [d]. From the representation of τi in part (i) of this proposition,
we derive

τi =
i∑

k=2

∫ γk

0

1

X
k−1, k−1
s + X

k−2, k−1∫ κk−1(s)

0 Z
(k−2)
u du

ds a.s. (3.9)

Note that since κk−1(0) = τk−1, then from (3.8), for all k ≥ 2,
∫ κk−1(0)

0 Z
(k−2)
u du = γk−1, so

that by the definition of γk−1,

X
k−2, k−1∫ κk−1(0)

0 Z
(k−2)
u du

= Xk−2, k−1
γk−1

≥ 1 a.s. (3.10)

Besides, since s �→ X
k−2, k−1∫ κk−1(s)

0 Z
(k−2)
u du

are increasing processes then (3.7) is a direct consequence
of (3.9) and (3.10). �

Note that the law of θk or, equivalently, the law of τk under Pek−1 can be made explicit in
some instances through its Laplace transform; see Corollary 3.1 below.

For the remainder of this section we will assume, moreover, that at each mutation, individuals
of type i do not give birth to more than one child of type i+1 in the same litter. More specifically,
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On mutations in the branching model for multitype populations 559

assumptions (3.5) are replaced by

νi(k) > 0 �⇒ ki+1 = 0 or 1 and kj = 0 for j /∈ {i, i + 1},∑
k∈Z

d+ : ki=0

νi(k) = 0 and
∑

k∈Z
d+ : ki+1=0

νi(k) < 1. (3.11)

In particular, under these assumptions, the process Xi,i+1 is a standard Poisson process. Then
we will need the next lemma in order to derive our main result on the estimation of the time τi ,
as the mutation rates λk−1,k, k = 2, . . . , d, grow faster.

Lemma 3.1. Assume that (3.11) holds, let k ≥ 3, and fix λ1,2 > 0. Then

Pe1

(
X

k−2, k−1∫ κk−1(γk)

0 Z
(k−2)
u du

= 1
)

→ 1 as
λn−2,n−1

λn−1,n

→ 0 for n = 3, . . . , k.

Proof. First, set γ
(1)
k−1 = inf{t > γk−1 : X

k−2, k−1
t = 2} and note that

{Xk−2, k−1∫ κk−1(γk)

0 Z
(k−2)
u du

= 1} =
{∫ κk−1(γk)

0
Z(k−2)

u du < γ
(1)
k−1

}
= {κk−1(γk) < κk−2(γ

(1)
k−1)}.

It is easy to check that κk−2(γ
(1)
k−1) = τ

(1)
k−1, where

τ
(1)
k−1 := inf{t > τk−1 : Z

k−2, k−1
t − Zk−2, k−1

τk−1
= 1}.

(Note that, from our assumptions, Zk−2, k−1
τk−1

= 1 and Z
k−2, k−1

τ
(1)
k−1

= 2, Pe1 -a.s.) So from (3.8),
we have showed that

{Xk−2, k−1∫ κk−1(γk)

0 Z
(k−2)
u du

= 1} = {τk < τ
(1)
k−1}. (3.12)

The event {τk < τ
(1)
k−1} means that before the first time when an individual of type k appears in

the population, there has been only one birth of type k − 1. From the Markov property applied
at time τk−1, we have

Pe1(τk ≤ τ
(1)
k−1) =

∫
Pz(τk ≤ τ

(1)
k−1)Pe1(Zτk−1 ∈ dz). (3.13)

The support in the integral of (3.13) is included in the set {z : zk−1 = 1}, so from (3.12), (3.13),
and the Lebesgue theorem of dominated convergence, all we need to prove is

Pz(τk ≤ τ
(1)
k−1) → 1 as

λn−2,n−1

λn−1,n

→ 0 for n = 3, . . . , k (3.14)

for all z such that zk−1 = 1. (Note that if z is such that z1 = · · · = zk−2 = 0, or such that
zk ≥ 1, then it is clear that Pz(τk ≤ τ

(1)
k−1) = 1, since in the first case Zk−2, k−1 is identically

equal to 0, so that τ
(1)
k−1 = ∞, Pz-a.s. and in the second case τk = 0, Pz-a.s.)

Let z be such that zk−1 = 1. Without loss of generality, we can assume that zi ≥ 1 for
i = 1, . . . , k −2. For i = 1, . . . , k −1, we denote by Ui the first time that the lineage of one of
the zk−i initial individuals of type k− i gives birth to an individual of type k− i +1. Then from
the branching property, under Pz, the random variables Ui are independent, and from an obvious
extension of Proposition 3.3(ii), Ui has the same law as

∫ γk−i+1
0 (ds/(X

k−i, k−i
s + zk−i )). Then

set Y
(i)
s := X

k−i, k−i
s + zk−i and note the inclusions{

γk ≤ min

(
γk−1

Y
(2)
γk−1

, . . . ,
γ2

Y
(k−1)
γ2

)}
⊂ {U1 ≤ min(U2, . . . , Uk−1)} ⊂ {τk ≤ τ

(1)
k−1},
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which imply the inequality

P

(
γk

γk−1
≤ min

(
1

Y
(2)
γk−1

,
γk−2

(γk−1Y
(3)
γk−2)

, . . . ,
γ2

(γk−1Y
(k−1)
γ2 )

))
≤ Pz(τk ≤ τ

(1)
k−1).

But when λn−2,n−1/λn−1,n → 0 for n = 3, . . . , k, the parameter λ1,2 > 0 being fixed, we
necessarily have lim λn−1,n = ∞ for n = 3, . . . , k. Hence, γk/γk−1 converges in probability
to 0, 1/Y

(2)
γk−1 converges in probability to 1/zk−2, and γn−1/(γnY

(k−n+2)
γn−1 ) for n = 3, . . . , k − 1

converge in probability to +∞. Therefore, the left-hand side of the above inequality tends to 1,
which proves (3.14) and the lemma is proved. �

The following theorem intuitively means that when λk−2, k−1/λk−1,k → 0 for k = 3, . . . , i,
the emergence time τi , when starting from an individual of type 1, can be approximated by the
sum of independent random variables τ1,2 +· · ·+ τi−1,i , where τk−1,k is the emergence time of
type k when starting from an individual of type k − 1. The assumption λk−2, k−1/λk−1,k → 0
is quite adapted to several biological models such as cancer growth. Indeed, cancer is often the
result of a series of successive mutations; see [10], [11], [14], and [16]. The successive mutation
rates can increase very quickly. It would be interesting to study the asymptotic behaviour of τi

when λk,k/λk+1, k+1 → 0, that is, when the intrinsic reproduction rates increase very quickly.
This assumption also fits to the model of cancer since mutations are often more sensitive to
proliferation.

Theorem 3.2. Assume that (3.11) holds. Recall the definition of θk in Proposition 3.3 and fix
λ1,2 > 0. Then, under Pe1 , for i ≥ 3,

τi∑i
k=2 θk

P−→ 1 as
λk−2, k−1

λk−1,k

→ 0 for k = 3, . . . , i,

where ‘
P−→’ denotes convergence in probability. Besides, the expectation of τi fulfills the

following approximation:

Ee1(τi) ∼
i∑

k=2

E(θk) as
λk−2, k−1

λk−1,k

→ 0 for k = 3, . . . , i.

Proof. Since s �→ X
k−2, k−1∫ κk−1(s)

0 Z
(k−2)
u du

are increasing processes then, from (3.10), Pe1 -a.s. on

the set {Xk−2, k−1∫ κk−1(γk)

0 Z
(k−2)
u du

= 1}, we have
∫ γk

0

1

X
k−1,k−1
s + X

k−2, k−1∫ κk−1(s)

0 Z
(k−2)
u du

ds =
∫ γk

0

1

X
k−1,k−1
s + 1

ds.

Hence, from Lemma 3.1, it follows that, for fixed λ1,2 > 0 as λn−2,n−1/λn−1,n → 0 for all
n = 3, . . . , k,

(∫ γk

0

1

X
k−1,k−1
s + 1

ds

)−1 ∫ γk

0

1

X
k−1,k−1
s + X

k−2, k−1∫ κk−1(s)

0 Z
(k−2)
u du

ds
P−→ 1

and the first part of the theorem is easily derived from this convergence and (3.6) (or, equiva-
lently, (3.9)).

https://www.cambridge.org/core/terms. https://doi.org/10.1017/apr.2018.24
Downloaded from https://www.cambridge.org/core. University of Warwick, on 24 Sep 2018 at 10:21:07, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://doi.org/10.1017/apr.2018.24
https://www.cambridge.org/core
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In order to prove the second part, set

Hk :=
∫ γk

0

1

X
k−1,k−1
s + X

k−2, k−1∫ κk−1(s)

0 Z
(k−2)
u du

ds and Ak :=
{
X

k−2, k−1∫ κk−1(γk)

0 Z
(k−2)
u du

= 1
}
.

Then, from (3.6), Ee1(τi) = ∑i
k=2 Ee1(Hk), so it suffices to prove that, for all k = 2, . . . , i,

Ee1(Hk) ∼ E(θk) as
λn−2,n−1

λn−1,n

→ 0 for n = 3, . . . , k. (3.15)

Observe that Ee1(Hk) = E(θk1Ak
)+Ee1(Hk1Ac

k
), where 1 is the indicator function. Moreover,

Ee1(Hk1Ac
k
) ≤ E(θk1Ac

k
). Then in order to obtain (3.15), it is enough to prove that

E(θk1Ac
k
)

E(θk)
→ 0 as

λn−2,n−1

λn−1,n

→ 0 for n = 3, . . . , k. (3.16)

But, for any p, q ≥ 1 such that p−1 +q−1 = 1, we have, from Holder’s inequality, E(θk1Ac
k
) ≤

E(θ
p
k )1/p

P(Ac
k)

1/q . Moreover, we clearly have E(θ
p
k )1/p ∼ 1/λk−1,k as λk−1,k → ∞. Hence,

(3.16) is satisfied thanks to Lemma 3.1. �
We end this section with an example of when the distribution of τi can be estimated more

specifically. We consider the case of binary fission with mutations, where each individual of
type i can give birth to either two individuals of type i or one individual of type i and one
individual of type i + 1. In particular, all jumps of Zi,i have size 1 and Xi,i is a standard
Poisson process with parameter λi,i .

Corollary 3.1. With the above assumptions, the law of τi can be specified as follows.

(i) Under Pei−1 , the Laplace transform of τi is expressed as

Eei−1(e
−ατi ) = λi−1,i

∑
n≥0

λn
i−1, i−1∏n

k=0(αk + · · · + αn + ᾱn+1)
, α ≥ 0,

where α0 = 0, αk = α/k(k + 1), and ᾱk = λi−1 + α/k for k ≥ 1.

(ii) The expectation of τi is given by Eei−1(τi) = (1/λi−1,iλi−1, i−1) ln(λi−1/λi−1,i ). In par-
ticular, for fixed λ1,2 > 0, under Pe1 , the expectation of τi , for i ≥ 3, fulfills the following
approximation:

Ee1(τi) ∼
i∑

k=2

λ−2
k−1,k as

λk−2, k−1

λk−1,k

→ 0 for k = 3, . . . , i.

Proof. From Proposition 3.3(ii) and the fact that Xi−1,i is a standard Poisson process, for
all α ≥ 0,

Eei−1(e
−ατi ) = E

(
exp

(
−α

∫ γi

0

1

1 + X
i−1,i−1
s

ds

))

= λi−1,i

∫ +∞

0
E

(
exp

(
−α

∫ x

0

1

1 + X
i−1,i−1
s

ds

))
e−λi−1,i x dx. (3.17)
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Under Pei−1 , Xi−1, i−1 is a standard Poisson process with parameter λi−1, i−1 starting at 0. So if
we denote by (Jn)n≥1 the sequence of jump times of Xi−1, i−1 and set J0 = 0, then develop-
ing the expression E(exp(−α

∫ x

0 (1/(1 + X
i−1,i−1
s )) ds)), we obtain, with the convention that∑−1

k=0 = 0,

E

(
exp

(
−α

∫ x

0

1

1 + X
i−1,i−1
s

ds

))

=
∑
n≥0

E

(
Xi−1,i−1

x = n, exp

(
−α

(
x − Jn

n + 1
+

n−1∑
k=0

Jk+1 − Jk

k + 1

)))

= e−(α+λi−1, i−1)x

+
∑
n≥1

e−λi−1,i−1x
(λi−1,i−1x)n

n!

×
∫

0≤x1≤···≤xn≤x

exp

(
−α

(
x

n + 1
+

n∑
k=1

xk

k(k + 1)

))
n!
xn

dx1 · · · dxn

= e−(α+λi−1,i−1)x

+
∑
n≥1

λn
i−1,i−1 exp

(
−

(
λi−1,i−1 + α

n + 1

)
x

)

×
∫

0≤x1≤···≤xn≤x

exp

(
−α

n∑
k=1

xk

k(k + 1)

)
dx1 · · · dxn.

Then returning to (3.17), we obtain, with the convention that
∑0

k=1 = 0,

Eei−1(e
−ατi )

= λi−1,i

∑
n≥0

λn
i−1,i−1

∫
0≤x1≤···≤xn+1

exp

(
−(ᾱn+1xn+1 +

n∑
k=1

αkxk)

)
dx1 · · · dxn+1,

where α1, . . . , αn, ᾱn+1 are defined in the statement. (Here we use the fact that λi−1 = λi−1,i +
λi−1,i−1.) The computation of the integral is straightforward.

Then using again Proposition 3.3(ii), we obtain the expectation of τi under Pei−1 , after easy
computations:

Eei−1(τi) =
∫ +∞

0
dxλi−1,i e−λi−1,i x

∫ x

0
e−λi−1, i−1s

∑
k≥0

(λi−1, i−1s)
k

(k + 1)! ds

= 1

λi−1,iλi−1, i−1
ln

λi−1

λi−1,i

.

We conclude from Theorem 3.2. �

4. Discussion

In this paper we addressed mutations in multitype branching processes and focused on two
main points: the statistics of the total number of mutations in a multitype branching forest, and
the distribution of emergence times of new mutations.
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The first point regards finite multitype branching forests issued from ri individuals of type
i = 1, . . . , d. In this paper, the lifetime of individuals is not involved and can be considered
to be equal to 1. A mutation to type j occurs whenever some individual of type i �= j gives
birth to an individual of type j . For a given progeny law, we stated the joint distribution of
the total number of mutations to type j = 1, . . . , d in Corollary 2.1. Our assumptions on the
progeny law were very general: for each i, either families of individuals of type i become
extinct almost surely (this is our assumption (Ai)) or lineages of type i may survive but do not
have progeny of any other type (assumption (Bi)). Then in Theorem 2.2, we compared the total
number of mutations with the total population size as the numbers of ancestors ri tend to +∞.
These results have potential applications in epidemiology and more particularly in evolution
of infectious diseases where the distribution of the final epidemic size is of great importance;
see [6]. It may also provide a good complement to the study of emergence of infectious diseases
as such; see [2].

The second point regarding emergence times of mutations concerns continuous-time multi-
type branching processes. In this case, each individual in the population has an exponentially
distributed lifetime which is independent of all other variables and whose parameter only
depends on its type. Unlike for the total number of mutations, in general, the distribution of
the first time at which a mutation occurs cannot be made explicit in terms of the characteristics
of the branching process. One has to make strong assumptions. In this paper, we considered
multitype populations where only mutations from type i − 1 to type i can occur. We call
mutation rate to type i the parameter λi−1,i of the exponentially distributed time at which a
generic individual of type i − 1 will give birth to an individual of type i. In Theorem 3.2, the
law of the emergence time of type i was then estimated when the ratios λk−2, k−1/λk−1,k tend
to 0 for k = 3, . . . , i. This model fits to the widely accepted idea that progression of cancer
involves successive accumulation of mutations; see [10], [11], and [16]. In [11], the process
e−λ∗

i Z
(i)
t , for some rate λ∗

i , is approximated for large times t by its limit at ∞. This provides an
exact formulation of the Laplace transform of the emergence time τi and leads to an estimation
of its distribution function. In this paper, considering Z(i) as a time-changed compound Poisson
process allowed us to not make any approximation on the branching process itself. We derived
an integral representation for τi . When mutation rates λk−1,k are growing very quickly with k,
that is, when the ratio λk−2, k−1/λk−1,k is very small for each k = 3, . . . , i, we obtained an even
more exploitable representation of τi . An interesting counterpart to this paper would consist of
the same study but with the proliferation rates λk,k increasing.
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